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 Understanding the volatile nature of palm oil prices is essential due to 

its profound economic and market implications. The complexity of 

forecasting palm oil prices stems from the interplay of various demand 

and supply forces, making it challenging for scholars to pinpoint the key 

determinants. This study addresses the intricate challenges in the palm 

oil industry, including price volatility, shifting consumer preferences, 

and environmental sustainability, by analysing the factors influencing 

Malaysian Crude Palm Oil (CPO) pricing dynamics. Utilising data from 

the Malaysian Palm Oil Board, covering the period from January 2004 

to December 2021, we examined the impact of these variables on CPO 

prices. Methodologically, we employed Autoregressive Distributed Lag 

(ARDL) and Long Short-Term Memory (LSTM) models to evaluate and 

forecast CPO prices. Our findings indicate that the LSTM method 

outperformed the ARDL method in terms of forecasting accuracy. 

Specifically, the LSTM model showed superior performance when using 

a selection of ten independent variables identified through LASSO and 

SHAP estimation, compared to using eleven or four variables based on 

ARDL regression results. The analysis underscores the significant 

influence of weather conditions and macroeconomic factors, particularly 

tax rates, on CPO prices. These findings contribute to a deeper 

understanding of market dynamics and enhance the accuracy of CPO 

price forecasting. 
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1. Introduction 

Understanding the pricing patterns of Crude Palm Oil (CPO) is essential due to their significant impact 

on numerous sectors. Analysing these price changes is crucial for stakeholders, including government 

bodies, farmers, investors, and palm oil production companies, as it aids in maintaining an equilibrium 
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between supply and demand in the broader market where palm oil is a key commodity (Oosterveer, 2015; 

Md Isa et al., 2016; Murphy et al., 2021). 

Researchers have highlighted the value of understanding core economic principles to grasp price 

fluctuations. The Cobweb Theorem, described by Pashigian (2008), explains the cyclical nature of supply 

and demand in markets with production response delays. This theory helps in understanding market price 

fluctuations resulting from disparities in production and consumption. Such insights enable the 

development of effective strategies informed by historical data to modify supply and demand patterns. 

Additionally, price determination varies across different markets. In stock markets, prices are set through 

buyer and seller interactions, reflecting their perceptions and reactions to market conditions (Peterson, 

2014; Ma et al., 2021). Conversely, commodity pricing, including CPO, involves diverse methods such as 

spot markets, futures markets, and direct transactions. 

Comprehending CPO pricing is complex, requiring consideration of various factors like currency value 

fluctuations, trade restrictions, weather conditions, population growth, and the cost of other commodities 

(Chandrarin et al., 2022; Cespedes & Velasco, 2012; Enghiad, Headey & Fan, 2008; Wilson & Cacho, 2007 

Zainalabidin & Rahim, 2012; Zaidi et al., 2021). The demand dynamics are also significantly influenced 

by the pricing of alternative vegetable oils and broader economic patterns. This complexity hinders accurate 

forecasting of future trends, affecting the reliability of predictions. 

Given this context, accurate methods for predicting CPO prices must account for the simultaneous 

changes in these multifaceted determinants. Moreover, unforeseen events or changes in any single factor 

can lead to significant deviations from expected prices. This underscores the need for models that are 

comprehensive in incorporating a wide range of variables and adaptable to sudden shifts in market 

dynamics. The challenge lies in creating predictive models that can navigate the complexity of the factors 

at play and provide reliable forecasts in the face of uncertainty. 

Recent discourse has increasingly focused on comparing traditional statistical methods like the ARDL 

approach, which explores complex correlations between various parameters and CPO prices, with modern 

AI techniques such as the LSTM model. Traditional approaches, such as ARDL, have been fundamental in 

analyzing long-term relationships between variables. However, with the advent of advanced computational 

methods, there has been a shift towards utilizing models like Artificial Neural Networks (ANN) and 

Adaptive Neuro-Fuzzy Inference Systems (ANFIS). These models have shown superior performance in 

capturing non-linear patterns in data. For instance, a study by Karia et al. (2013) demonstrated that ANN 

models outperformed both ANFIS and ARFIMA models in predicting CPO prices (Karia et al., 2013). 

However, despite their advantages, ANN and ANFIS models still face challenges such as overfitting and 

difficulty in understanding the rules generated by the models. These limitations have led to the development 

of more sophisticated methods like Long Short-Term Memory (LSTM) networks. LSTM models have been 

found to be particularly effective in time-series forecasting due to their ability to capture long-term 

dependencies in data. A study by Zhang and Hong (2022) highlighted the superior accuracy of LSTM 

models compared to ANN and ARIMA models in forecasting crude oil prices, suggesting that LSTM can 

also be effectively applied to CPO price forecasting (Zhang & Hong, 2022). 

The evolution from traditional statistical methods to advanced AI models represents a significant shift 

in predictive modeling. While traditional models like ARDL provide a solid foundation, the integration of 

AI techniques, particularly LSTM, offers enhanced accuracy and the ability to manage complex, non-linear 

data patterns more effectively. 

The ARDL approach is pivotal for identifying significant variables that influence CPO prices. The 

analysis involves investigating the short-term and long-term connections between CPO prices and a group 

of independent factors. The study used the LSTM method, renowned for its ability to manage complex 

temporal relationships in time-series data, to predict future CPO prices after identifying key factors. The 

LSTM method’s capacity to learn from sequences of data and their underlying patterns makes it an 
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exceptional tool for forecasting scenarios characterised by intricate interactions of various factors over time. 

By focusing on the most influential factors identified by the ARDL method, the LSTM method can 

potentially enhance the precision of forecasts. This synergistic approach between the ARDL and LSTM 

methods allows for a more refined analysis, where the ARDL method’s strength in variable identification 

lays the groundwork for the LSTM method to leverage this information in making accurate future CPO 

price predictions (Hamid & Shabri, 2017; Ofuoku & Ngniatedema, 2022). Hence, this study’s aim is to 

contrast the ARDL methodology with the LSTM method, an AI-based technique adept at detecting intricate 

data patterns over time. Our research focuses on selectively choosing factors that are crucial for improving 

the accuracy of forecasting models. The procedure is improved by using the Least Absolute Shrinkage and 

Selection Operator (LASSO) test in the ARDL framework to identify a subset of important variables. Such 

meticulous variable selection showcases the importance of precise variable identification in navigating the 

complex dynamics of CPO pricing, aiming to achieve the highest precision in prediction outcomes and 

offer strategic insights for decision-making in the CPO sector and related industries (Lu et al., 2021). 

In summary, by synergising the ARDL and LASSO approach’s variable selection process with the 

LSTM method’s advanced pattern recognition capabilities, this research aims to forge a path to the most 

accurate CPO price predictions possible. Our research seeks to enhance understanding of the determinants 

of CPO, forecasting pricing trends, and guiding the industry towards a promising future. By utilising 

established economic concepts with advanced statistical and AI forecasting methods, this study aims to 

comprehensively understand the CPO market’s intricacies, contributing to a dynamic and informed future 

in the sector. 

2. Literature review 

Palm oil holds immense importance as an agricultural product in Malaysia, substantially contributing to 

the country’s economy. However, the palm oil industry faces challenges, including fluctuating pricing, 

changing consumer preferences, and environmental concerns. To address these issues, understanding the 

factors influencing short- and long-term palm oil pricing in Malaysia is crucial. This literature review aims 

to provide an overview of the available research on the determinants of Malaysian CPO prices. 

The discovery of prices plays a fundamental role in the functioning of financial markets, where market 

players determine the pricing of assets such as stocks, bonds, and commodities based on supply and demand 

dynamics (Tomek & Kaiser, 2014; Netayarak, 2007). This process ensures that prices accurately reflect the 

underlying value of the traded items. The price discovery mechanism varies depending on the market and 

asset being traded. For example, in the case of stocks, price discovery occurs through transactions between 

buyers and sellers on the stock market, reflecting their valuations and prevailing market conditions. 

Similarly, price discovery occurs through spot markets, futures markets, and over-the-counter transactions 

for commodities like CPO. Buyers and sellers negotiate prices based on factors such as current supply and 

demand, production costs, and broader economic conditions. 

At both the local and international levels, CPO prices are influenced by the interplay of supply and 

demand forces. Key factors that influence CPO prices include production and stock levels of CPO and its 

alternatives (e.g., soybean oil), exchange rates (as a measure of competitiveness and trade), and global 

economic uncertainties (Putri et al., 2019; Zaidi et al., 2021). Economic considerations significantly affect 

Malaysian CPO prices, as the demand for CPO is influenced by global economic indicators such as 

exchange rates, GDP, and the Consumer Price Index (CPI) (Putri et al., 2019; Zaidi et al., 2021). 

CPO export taxation also plays a crucial role in price dynamics. Research has explored the effects of 

export taxes on CPO prices, with findings suggesting that such taxes may impact the competitiveness of 

CPOs on the global market, leading to price fluctuations (Hisham et al., 2019). Implementing an import tax 

on CPO in Indonesia, for instance, resulted in decreased demand and price declines, with significant 

implications for the CPO industry (Hisham et al., 2019). Conversely, reductions in CPO export taxes in 

Malaysia led to increased demand and price rises, fostering economic benefits (Amin et al., 2024). 
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Moreover, CPO production levels, particularly in Indonesia, have influenced worldwide CPO price 

changes, reflecting the global impact of production trends. A rise in CPO prices may also adversely affect 

the price of soybean oil and export and production in Malaysia (Hassan & Balu, 2016). 

In light of CPO’s economic significance, accurate forecasting of CPO prices is essential in both the 

agricultural and financial sectors. Recent research has explored the ARDL methods and LSTM neural 

networks to forecast and interpret multivariate CPO price predictions. ARDL The Autoregressive 

Distributed Lag (ARDL) approach to forecasting has gained prominence for its versatility in econometric 

analysis. This method, adept at capturing both short-term dynamics and long-term equilibrium 

relationships, is particularly beneficial in financial and economic forecasting due to its flexibility with 

variables of different integration orders (Pesaran et al., 2001). A significant advantage of ARDL lies in its 

robustness in small sample sizes, making it a preferred choice in studies with limited data (Pesaran & Shin, 

1995). However, challenges arise in method complexity and sensitivity to specification, necessitating 

careful selection of variables and lag lengths (Pesaran et al., 2001). Recent advancements integrate ARDL 

with machine learning techniques, enhancing forecasting accuracy and method robustness (Du et al., 2020). 

Studies have highlighted the potential of LSTM methods in analysing complex relationships in 

multivariate time series data (Sagheer, A., & Kotb, M.; 2019), making it a suitable method for forecasting 

CPO prices influenced by various economic and environmental factors. Furthermore, multivariate LSTM 

methods have been utilised in financial time series prediction, addressing the challenges posed by global 

market dynamics and macroeconomic variables that impact CPO prices (Widiputra et al., 2021; Urolagin 

et al., 2021). The applicability of LSTM methods in long-term forecasting aligns well with the dynamic 

nature of CPO prices, where long-term trends and various influencing factors play significant roles in 

determining its price (Althelaya et al., 2018). The effectiveness of LSTM-FCNs in multivariate time series 

classification has also been emphasised, holding promise in classifying different CPO price patterns and 

identifying potential market trends (Karim et al., 2019). In conclusion, the ARDL and LSTM methods offer 

the potential for enhanced forecasting of CPO prices, enabling more accurate and interpretable predictions. 

Understanding the factors influencing CPO pricing is critical for navigating the complexities of the market. 

Further research to optimise the integration of ARDL and LSTM methods for CPO price forecasting is 

expected to yield even more accurate and insightful results, supporting better decision-making for investors 

and policymakers in the agricultural and financial sectors. The combination of economic factors and 

advanced forecasting techniques is key to unlocking a comprehensive understanding of CPO price 

movements, supporting the sustainable growth of the CPO industry in Malaysia and beyond. 

3. Data and methodology 

This study utilises monthly frequency data from January 2004 to December 2021, aiming to develop an 

Autoregressive Distributed Lag (ARDL) method incorporating eleven variables, with the Crude Palm Oil 

(CPO) price as the dependent variable. The independent variables in the model include the Export of CPO, 

CPO Production, CPO Export Tax, Stock of CPO, Rainfall (representing weather), Population, Economic 

Growth, Global Consumption, Price of Soybean, Price of Sunflower, Exchange Rate, and the Consumer 

Price Index. 

However, this study acknowledges that the exclusion of certain variables may limit the 

comprehensiveness of the analysis. For instance, factors such as geopolitical events, which can significantly 

impact commodity prices, were not explicitly modeled. The choice of variables was also influenced by data 

availability and quality, leading to the exclusion of potentially relevant but less accessible data.  

To ensure the reliability and accuracy of our findings, data was sourced from various reputable 

institutions, such as the Malaysian Palm Oil Board, Refinitiv, and Bloomberg. These sources were selected 

for their comprehensive and precise data on the relevant variables, enhancing our research conclusions’ 

robustness and credibility. 
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In addition to the traditional ARDL method, this research introduces the Long Short-Term Memory 

(LSTM) forecasting method. LSTM, a recurrent neural network (RNN), is particularly adept at handling 

time series data. Its ability to capture temporal dependencies and patterns in the dataset makes it a valuable 

tool for our analysis. By employing the ARDL method and LSTM, the study seeks to explore complex 

relationships within the data and potentially improve the accuracy of predictions regarding CPO prices. 

This dual-method approach allows for a more nuanced understanding of the factors influencing CPO 

pricing, contributing significantly to the field. ARDL forecasting uses Eviews to analyse and forecast the 

variables, and LSTM forecasting uses Python.  

Table 1: Variables description 

Notation Variable Description 

CPO CPO Price Determined by supply-demand factors, production costs, market conditions, and trade 

dynamics. 

POE Palm Oil Export The volume of international sales is driven by global demand, trade policies, and market 

competition. 

POP Palm Oil Production Influenced by factors such as weather, technology, pests, and government policies. 

POS Palm Oil Stock Based on production, trade volumes, market demand, and storage capacities. 

TR Tax Rate Rate affecting palm oil’s profitability, price, and market competition. 

W Weather Climatic conditions influencing production, yield, and pest incidence. 

P Population Determines demand based on size and consumption patterns. 

SBP Soybean Price Affects palm oil pricing as a competing food and industrial ingredient. 

SFP Sunflower Price Influences palm oil pricing as an alternative oilseed. 

EG Economic growth Impacts price through income, spending, and trade dynamics. 

ER Exchange Rate Affects global competitiveness and trade pricing. 

CPI Consumer Price Index Indicator of inflation impacting production costs and purchasing power. 

3.1 ARDL method 

As mentioned by Pesaran et al. (2001), the advantage of ARLD is that the variables can be estimated 

with the combination of I (0) and I (1) series at the same time, with the single equations setup, that makes 

it simple to implement and interpret. This paper stabilises the variance of the series of all variables 

transformed into logarithmic form. Below is the ARDL method that used in this study: 

 

𝐶𝑃𝑂𝑡 =  𝛼 +  ∑ 𝛽𝑖𝐶𝑃𝑂𝑡−𝑖

𝑝

𝑖=1

+ ∑ 𝛾𝑗𝑃𝑂𝐸𝑡−𝑗

𝑞

𝑗=0

+  ∑ 𝛿𝑘𝑃𝑂𝑃𝑡−𝑘

𝑟

𝑘=0

 +  ∑ 𝜃𝑙𝑃𝑂𝑆𝑡−𝑙

𝑠

𝑙=0

+ ∑ 𝜆𝑚𝑇𝑅𝑡−𝑚

𝑢

𝑚=0

+  ∑ 𝜇𝑛𝑊𝑡−𝑛

𝑣

𝑛=0

 +  ∑ 𝜈𝑜𝑃𝑡−𝑜

𝑤

𝑜=0

+  ∑ 𝜉𝑝𝑆𝐵𝑃𝑡−𝑝

𝑥

𝑝=0

+ ∑ 𝜌𝑞𝑆𝐹𝑃𝑡−𝑞  +  ∑ 𝜎𝑟𝐸𝐺𝑡−𝑟

𝑧

𝑟=0

+  ∑ 𝜑𝑠𝐸𝑅𝑡−𝑠

𝑎

𝑠=0

+ ∑ 𝜓𝑡𝐶𝑃𝐼𝑡−𝑡

𝑏

𝑡=0

𝑦

𝑞=0

+ 𝜖𝑡 

(1) 

Where: 

𝛼 = Intercept term 

𝛽𝑖 , 𝛾𝑗 , 𝛿𝑘, 𝜃𝑙 , 𝜆𝑚 , 𝜇𝑛, 𝜈𝑜, 𝜉𝑝, 𝜌𝑞 , 𝜎𝑟 , 𝜑𝑠, 𝜓𝑡 = Coefficients of the respective lagged terms 
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𝑝, 𝑞, 𝑟, 𝑠, 𝑢, 𝑣, 𝑤, 𝑥, 𝑦, 𝑧, 𝑎, 𝑏 = Maximum lags for each variable 

𝜖𝑡 = Error term 

 

ARDL methods are versatile statistical tools for analysing and forecasting complex interactions among 

multiple time series variables (Pesaran et al., 2001; Banerjee et al.,1993) concisely offer the following 

capabilities: 

I. Capture Dynamics: They can simultaneously method short-term fluctuations and long-term 

relationships between variables. 

II. Handle Non-stationarity: These methods are adept at dealing with variables that are not stationary, 

making them highly flexible for various types of data. 

III. Cointegration Analysis: Multivariate ARDL methods can test and estimate long-term equilibrium 

relationships among variables. 

IV. Estimate Impacts: They allow for estimating immediate and long-term effects of changes in one 

variable on others. 

V. Complex Interactions: The methods can incorporate multiple variables to analyse complex 

interactions and feedback mechanisms. 

VI. Forecasting: They are powerful in forecasting future values based on historical data and variable 

interactions. 

VII. Robust and Flexible: These methods provide robust results across different specifications and offer 

flexibility in including lagged variables. 

3.2 Diagnostic tests 

The stability of the ARDL method was ensured through a comprehensive evaluation. For initial stability, 

three tests were applied: Augmented Dickey-Fuller (ADF) identified unit roots, Kwiatkowski-Phillips-

Schmidt-Shin (KPSS) assessed stationarity, and Zivot-Andrews (ZA) detected structural breaks. Diagnostic 

tests were conducted, including Breusch-Godfrey LM for serial correlation, Cameron & Trivedi’s IM-test 

for heteroskedasticity, and Skewness/Kurtosis tests for normality. Distribution was confirmed using 

techniques like normal probability plots. Meanwhile, structural stability was evaluated using recursive 

residuals’ cumulative sum (CUSUM). 

3.3 Long Short-Term Memory (LSTM) method 

The Long Short-Term Memory (LSTM) network is utilised in this study to forecast palm oil prices. 

LSTM is a type of recurrent neural network (RNN) that is particularly effective at learning from time series 

data due to its ability to maintain and update a cell state over time, which captures long-term dependencies. 

The LSTM forecasting method is structured as follows: 

 Input Sequence: 

𝑋𝑡 =  [𝑃𝑂𝐸𝑡 , 𝑃𝑂𝑃𝑡 , 𝑃𝑂𝑆𝑡 , 𝑇𝑅𝑡 , 𝑊𝑡 , 𝑃𝑡 , 𝑆𝐵𝑃𝑡 , 𝑆𝐹𝑃𝑡 , 𝐸𝐺𝑡 , 𝐸𝑅𝑡 , 𝐶𝑃𝐼𝑡] 
LSTM Processing: 

ℎ𝑡 =  𝐿𝑆𝑇𝑀(𝑋𝑡) 

Forecasted Output: 

𝐶𝑃𝑂𝑡+1 =  𝑊𝑦 ∗  ℎ𝑡 + 𝑏𝑦 

 

(2) 

 

(3) 

 

(4) 

Where: 

𝑋𝑡  is the input sequence consisting of the independent variables at time t: 
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• 𝑃𝑂𝐸𝑡 ∶ Export of CPO 

• 𝑃𝑂𝑃𝑡 ∶ Production of CPO 

• 𝑃𝑂𝑆𝑡 ∶ CPO Export Tax 

• 𝑇𝑅𝑡 ∶ Stock of CPO 

• 𝑊𝑡 ∶ Weather 

• 𝑃𝑡 ∶ Population 

• 𝑆𝐵𝑃𝑡 ∶ Price of Soybean 

• 𝑆𝐹𝑃𝑡 ∶ Price of Sunflower 

• 𝐸𝐺𝑡 ∶ Economic Growth 

• 𝐸𝑅𝑡 ∶ Exchange Rate 

• 𝐶𝑃𝐼𝑡 ∶ Consumer Price Index 

ℎ𝑡  is the hidden state at time t after processing the input sequence with the LSTM network. 

𝐶𝑃𝑂𝑡+1 is the forecasted palm oil price at time t+1. 

𝑊𝑦 and  𝑏𝑦 are the weight matrix and bias term of the output layer. 

 

In practice, the LSTM method architecture can be designed with multiple LSTM cells, dropout layers, 

and possibly other recurrent or dense layers to capture the temporal patterns and dependencies in the 

multivariate time series data. 

Multivariate Long Short-Term Memory (LSTM) methods are advanced neural networks designed for 

forecasting tasks involving multiple interacting time series (Hochreiter, S., & Schmidhuber, J., 1997). The 

key capabilities include follows: 

I. Handling Sequential and Multivariate Data: They excel at processing time series data with 

multiple input variables, capturing the dynamic interactions among them. 

II. Modelling Long-term Dependencies: LSTMs can remember and utilise long-term historical 

information, which is crucial for predicting future trends based on past data. 

III. Learning Non-linear Relationships: These models are adept at identifying complex, non-linear 

patterns in data, surpassing traditional linear models in performance. 

IV. Multi-step Forecasting: They can simultaneously predict several future time steps, which are 

practical for both short-term and long-term forecasting needs. 

V. Automatic Feature Learning: LSTMs automatically learn relevant features from raw data, 

minimising the need for manual feature engineering. 

VI. Robustness to Missing Data: Their recurrent structure makes them relatively resilient to gaps or 

missing values in time series data. 

3.4 Features selection 

In this study, not all factor data were significantly associated with CPO prices. To address this, the study 

initially utilized the LASSO method to remove irrelevant factors. This helped the researcher to obtain a 

more focused set of important variables for analysis. To further refine the selection, this study employed 

Random Forest to rank the feature importance, enabling the identification of the most influential factors. 

The core principle of LASSO is to compress the coefficients of irrelevant variables to zero in the regression 

problem (Tibshirani 1996). The regression problem in this study is expressed as follows: 
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𝑦ᵢ =  𝜔ᵀ𝑥ᵢ +  𝑏 (5) 

𝐽(𝑤) =
1

𝑚
∑(𝑦ᵢ −  𝜔ᵀ𝑥ᵢ)2

𝑚

𝑖=

+  𝜆 ∑|𝑤ᵢ|, 𝜆 >  0

𝑚

𝑖=1

 (6) 

Where yᵢ, xᵢ and ωᵀ represent the monthly CPO prices, factors, and regression coefficients. The cost 

function J(w) is introduced to evaluate the accuracy of the regression method. It is necessary to find the λ 

¬ that minimises the value of J(w). 

3.5 Division of train set and test set 

For all models, 216 months of data from January 2004 to December 2019 were utilised as the training 

set. The test set included data from January 2020 to December 2021. It was used to verify predictions made 

6, 12, and 24 months ahead starting from January 2020. 

3.6 Model accuracy test 

The model selection involved using four error measures to evaluate the accuracy of the employed 

models. In particular, we adopted two scale-dependent metrics, Root Mean Squared Error (RMSE) and 

Mean Absolute Error (MAE) are used with two scale-independent metrics: Mean Absolute Percentage Error 

(MAPE) and symmetric Mean Absolute Percentage Error (sMAPE). 

4. Result 

4.1 Variables selection 

This research study explores the efficacy of Multivariate Autoregressive Distributed Lag (ARDL) and 

Long Short-Term Memory (LSTM) methods in forecasting Crude Palm Oil (CPO) prices, incorporating a 

set of 11 macroeconomic variables. Initial analyses involved conducting stationarity tests for each variable 

to determine their integrated order. Variables CPO, POP, and TR were found to be integrated of order 1 

(I(1)), whereas variables POE, POS, W, P, SBP, SFP, EG, ER, and CPI exhibited stationarity at level (I(0)). 

This diversity in integration orders indicates the presence of both short-term dynamics and long-term 

relationships within the model. 

Following the stationarity identification, we selected relevant factors based on the ARDL method, 

specifying the data using the Akaike Information Criterion (AIC) and considering a maximum of four lags 

for the dependent and independent variables. The lag structure for each variable was determined as ARDL 

(2, 4, 0, 2, 0, 0, 2, 0, 3, 0, 0, 0) for the 10-variable model and ARDL (2, 0, 2, 0, 3) for the 4-variable model.     
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Further refinement involved employing the Least Absolute Shrinkage and Selection Operator (LASSO) 

test, aiding in identifying the most influential variables for accurate forecasting. The LASSO test excluded 

one variable from the initial set, resulting in a refined set of 10 critical factors. The coefficient compression 

and its impact on model performance are illustrated in Figure 1. 

Figure 1. LASSO Coefficients 

Figure 1. (left) MSE vs Log10(Lambda) with Standard Errors - Lasso; (right) Top 10 Lasso Selected Coefficients 

with Error Bars 

Table 2: Variables selection 

Number of IV Method Variables 

11 All of the IV POE, POP, POS, TR, W, P, SBP, SFP, EG, ER, CPI 

10 LASSO POE, POP, POS, TR, W, P, SBP, SFP, EG, CPI 

4 ARDL POP, POS, SBP, SFP 
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4.3 ARDL multivariate forecasting 

Table 2: Result of ARDL forecasting 

No. of Independent Variables RMSE MAE MAPE (%) SMAPE(%) 

11 0.1798 0.1434 218.3598 109.4485 

10 0.1799 0.1439 217.6802 110.8776 

4 0.1928 0.1512 214.9145 111.3982 

The analysis of the ARDL method's forecasting performance reveals that the method with 11 

independent variables delivers the most accurate predictions compared to configurations with 10 or 4 

variables. This indicates the ARDL method’s capability to effectively capture the underlying relationships 

within the data, leading to more precise forecasts. 

A detailed examination of the performance metrics—namely Root Mean Square Error (RMSE), Mean 

Absolute Error (MAE), Mean Absolute Percentage Error (MAPE), and Symmetric Mean Absolute 

Percentage Error (SMAPE)—was conducted to evaluate the method's accuracy across different 

configurations. Lower values in these metrics reflect better performance, indicating smaller discrepancies 

between the predicted and observed values. 

For the ARDL method with 11 independent variables, the results show an RMSE of 0.1798, an MAE of 

0.1434, a MAPE of 218.3598%, and a SMAPE of 109.4485%. When the number of independent variables 

is reduced to 10, the method exhibits similar error metrics, with an RMSE of 0.1799, an MAE of 0.1439, a 

MAPE of 217.6802%, and a SMAPE of 110.8776%. The ARDL method with only 4 independent variables, 

however, produces higher error metrics, with an RMSE of 0.1928, an MAE of 0.1512, a MAPE of 

214.9145%, and a SMAPE of 111.3982%. 

These results suggest that while the ARDL method with 11 independent variables offers the best 

accuracy, the performance difference between the methods with 11 and 10 variables is marginal. However, 

a noticeable decline in accuracy occurs when the number of independent variables is reduced to 4, 

highlighting the importance of including a sufficient number of relevant variables for optimal forecasting. 

In conclusion, the ARDL method with 11 independent variables is identified as the most effective 

configuration for forecasting in this context. The marginal differences between the 11-variable and 10-

variable methods suggest that either could be suitable depending on specific forecasting requirements. The 

choice of method should consider the trade-off between method complexity and accuracy, with further 

refinement possible through additional statistical analyses or validation techniques to enhance the 

robustness of the forecasting outcomes. 

4.4 LSTM multivariate forecasting result. 

Table 3 Forecast performance of the multivariate LSTM method with different size factor sets 

No. of Independent Variables RMSE MAE MAPE (%) SMAPE(%) 

11 0.0508 0.0395 165.4761 71.1603 

10 0.2488 0.2091 75.2272 55.9404 

4 0.0516 0.0354 173.0183 79.6388 

     

The analysis of the LSTM results indicates that a model utilising 11 independent variables demonstrates 

superior forecasting accuracy compared to configurations with 10 or 4 variables. This outcome underscores 
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the LSTM model's capacity to effectively capture intricate patterns within the dataset, resulting in more 

precise predictions. 

A detailed evaluation of performance metrics—including Root Mean Square Error (RMSE), Mean 

Absolute Error (MAE), Mean Absolute Percentage Error (MAPE), and Symmetric Mean Absolute 

Percentage Error (SMAPE)—was conducted across various combinations of independent variables. These 

metrics are critical in assessing model performance, with lower values indicating reduced discrepancies 

between the model’s forecasts and the actual observed values. 

The results of the LSTM model incorporating 11 independent variables reveal an RMSE of 0.0508, an 

MAE of 0.0395, a MAPE of 165.4761%, and a SMAPE of 71.1603%. In comparison, the model with 10 

independent variables exhibited slightly higher RMSE and MAE values of 0.0516 and 0.0354, respectively, 

alongside MAPE and SMAPE values of 173.0183% and 79.6388%. The model utilising 4 independent 

variables demonstrated the highest error metrics, with an RMSE of 0.0533, an MAE of 0.0407, a MAPE of 

175.6117%, and a SMAPE of 93.2599%. 

These findings suggest that the LSTM model with 11 independent variables offers the most accurate 

forecasts, as evidenced by its lower error metrics relative to the models with 10 or 4 variables. However, 

the differences in performance between the models with 11 and 10 variables are minimal, indicating that 

the model with 10 variables also performs at a competitive level. 

In conclusion, based on a comprehensive assessment of the performance metrics, the LSTM model with 

11 independent variables emerges as the optimal choice for forecasting in this context. The selection of this 

model should be guided by considerations of model complexity, accuracy, and interpretability. Further 

refinement of the model may be achieved through additional statistical tests or cross-validation, ensuring 

robustness and reliability in forecasting outcomes.  

The SHAP approach is used with the multivariate single-step LSTM method as an example for model 

interpretation. A single sample from January 2020 was selected for the local explanation, and the results 

are shown in Figure 2. 

Figure 2. Impact of single sample characteristics (January 2020 forecast)  
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The 12 test set samples, from January 2020 to December 2021, were selected for the CPO price 

explanation, and the feature density scatter plot was drawn as shown in Figure 5. Each row corresponds to 

a feature, while the horizontal axis is the SHAP value. High and low feature values are indicated by red and 

blue, respectively. 

Figure 3. (left) Scatter plot of feature density; (right) Feature importance SHAP values 

Specifically, futures 4, which is the tax rate, shows that its lower value will drive up the predicted value 

of CPO Prices. The feature 5, weather, indicates that its higher value pushes up the predicted value. The 

scatter of the remaining features oscillates about the SHAP value of 0. There is no spread to either side, 

which shows that these features have a lower correlation with the projected values. The absolute value of 

the SHAP value was initially calculated and then averaged to determine the feature significance, as shown 

in Figure 3. 

4.5 Comparative analysis 

The comparative analysis of the Multivariate ARDL and LSTM methods reveals that both approaches 

exhibit commendable forecasting accuracy. The LSTM methods’ strengths lie in capturing complex 

temporal dependencies and non-linear patterns, while the Multivariate ARDL methods excel in assessing 

long-term relationships among the variables. 

Figure 4. (left) Multivariate ARDL method; (right) Multivariate LSTM method 

LSTM method significantly surpasses the ARDL method in forecasting accuracy, as evidenced by its 

lower RMSE, MAE, MAPE, and SMAPE values across various scenarios in this study. This superiority 

indicates that the LSTM method is more adept at providing precise forecasts for the specific context 

examined. In terms of consistency, the LSTM method demonstrates a more stable performance across 
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different configurations of independent variables, unlike the ARDL method, which shows higher error 

metrics across the board. This contrast underscores the importance of selecting a forecasting method that 

aligns with the data’s characteristics and the goals of the forecasting task. 

The comparative analysis of the ARDL and LSTM models reveals notable differences in forecasting 

accuracy across various scenarios. The LSTM model consistently outperformed the ARDL model in terms 

of RMSE and MAE when utilizing a larger set of variables (11 and 10 variables). Specifically, the LSTM 

model's superior performance can be attributed to its ability to capture complex temporal dependencies and 

non-linear relationships inherent in time-series data. The LSTM architecture is designed to retain 

information over extended periods, making it particularly effective in scenarios where the data exhibits 

long-term patterns and correlations that traditional econometric models like ARDL may not fully capture. 

However, the ARDL model demonstrated relatively strong performance when the number of variables 

was reduced to four. This could be explained by the ARDL model's strength in handling smaller datasets 

and its ability to model both short-term and long-term relationships between the dependent variable and a 

limited set of independent variables. The ARDL model is also less prone to overfitting in such cases, as it 

does not require extensive hyperparameter tuning like the LSTM model. This indicates that while the LSTM 

model is generally more powerful in handling complex datasets, the ARDL model may be more suitable 

for simpler scenarios where fewer variables are involved or when the dataset is relatively small. 

4.6 Diagnostic test 

Table 4. Forecast performance of the multivariate LSTM method with different size factor sets 

Diagnostic test X2 (P-value) Result 

Breusch-Godfrey LM 0.95 No evidence of serial correlations 

Breusch-Pagan-Godfrey 0.44 No evidence of heteroscedasticity 

Ramsey RESET test 0.33 The model is specified correctly. 

The diagnostic tests suggest that the model is stable and well-specified, with no signs of serial 

correlations or heteroscedasticity, as confirmed by the stability of the error correction coefficients shown 

in Figures 5. 

 

Figure 5. (left) CUSUM Test; (right) CUSUM of Squares test  
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5. Discussion 

The comprehensive analysis and comparison of the ARDL and LSTM methods for CPO price 

forecasting have provided valuable insights into their respective forecasting capabilities. This discussion 

section aims to delve deeper into the implications of the results obtained and their significance for decision-

makers, researchers, and practitioners in the field of CPO price prediction. 

One of the key takeaways from this study is the importance of variable selection in enhancing the 

accuracy of forecasting methods. The ARDL method's performance underscored the critical role of 

carefully selecting variables. In this study, the variables were selected based on the regression results, with 

11 variables showing the best performance, followed closely by 10 variables. The results indicated that 

focusing on these relevant factors led to more accurate forecasts. This finding supports the notion that 

including too many or irrelevant variables can introduce noise and lead to overfitting, which diminishes the 

model's forecasting effectiveness (Castle, 2021). For decision-makers and researchers, this highlights the 

value of adopting robust variable selection techniques, such as the LASSO test, to improve the performance 

of multivariate forecasting models in CPO prices. 

On the LSTM side, the analysis revealed that a model incorporating 11 independent variables 

consistently outperformed other configurations. This outcome underscores the significance of feature 

engineering and model parsimony. The LSTM method, known for its ability to capture complex temporal 

relationships and non-linear patterns, was most effective when a balanced number of variables were 

included. Models that strike a balance between incorporating relevant factors and avoiding unnecessary 

complexity tend to yield superior results. 

The study also explored the impact of different variable configurations on forecasting accuracy, 

particularly in the context of the LSTM method. The analysis showed that, across all configurations, the 

LSTM model with 11 independent variables consistently outperformed other scenarios. This suggests that 

the selected variables, in conjunction with the LSTM architecture, are robust and adaptable to various data 

scenarios. 

The ability to forecast accurately using different methods and variable sets is essential for decision-

makers in the CPO market, where accurate short-term and long-term planning is crucial. Understanding the 

optimal model configuration and variable set for robust forecasting allows stakeholders to make more 

informed decisions regarding inventory management, production planning, and risk mitigation. 

The trade-off between model complexity and performance is a critical consideration in model selection. 

While the LSTM method with 11 independent variables demonstrated superior accuracy, it is essential to 

recognize that increasing model complexity can raise interpretability challenges and computational 

demands. Therefore, selecting the optimal model should also consider contextual requirements, available 

computational resources, and the need for transparency in decision-making processes. 

This study's use of performance metrics to evaluate the ARDL and LSTM methods provides a valuable 

framework for understanding the strengths and limitations of each approach. For decision-makers and 

scholars, these insights can inform the selection of forecasting methods best suited to their specific needs, 

ensuring that the chosen model delivers both accuracy and interpretability. 

In conclusion, the results of this study highlight the importance of carefully selecting the forecasting 

method and variable configuration that best aligns with the data characteristics and forecasting goals. 

Whether using the ARDL or LSTM method, decision-makers should consider the balance between model 

accuracy, complexity, and interpretability to make informed decisions in the CPO market.  
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6. Practical implications for forecasting 

The results of this study have significant practical implications for real-world forecasting scenarios, 

particularly in the context of the palm oil industry. The superior performance of the LSTM model in most 

cases suggests that it is better suited for applications where the goal is to achieve the highest possible 

accuracy in forecasting CPO prices, especially when dealing with large and complex datasets. This makes 

the LSTM model a valuable tool for stakeholders who require precise forecasts for decision-making in areas 

such as inventory management, production planning, and pricing strategies. 

On the other hand, the ARDL model’s relatively strong performance with a smaller variable set 

highlights its utility in scenarios where data availability is limited, or when a simpler, more interpretable 

model is preferred. For instance, policymakers and industry analysts who require a straightforward and 

easily interpretable model for scenario analysis or policy evaluation may find the ARDL approach more 

suitable. 

Furthermore, the differences in model performance underscore the importance of selecting the 

appropriate forecasting model based on the specific characteristics of the data and the forecasting 

objectives. In practice, this means that decision-makers should carefully consider the trade-offs between 

model complexity, interpretability, and accuracy. While LSTM may offer superior accuracy, it comes with 

increased computational demands and complexity, which might not be feasible in all situations. 

Ultimately, this study suggests that a hybrid approach where both ARDL and LSTM models are 

employed depending on the context could offer a balanced solution, leveraging the strengths of each model 

to achieve more reliable and robust forecasts in the palm oil market. 

7. Conclusion 

This study focuses on developing reliable and accurate models for forecasting multivariate Crude Palm 

Oil (CPO) prices, highlighting the critical importance of selecting appropriate variables for prediction. The 

findings demonstrate the effectiveness of both the ARDL and LSTM methods, with the ARDL method 

consistently delivering superior accuracy and reliability across various scenarios. The research emphasizes 

the need to choose a forecasting method that is not only accurate but also straightforward and interpretable, 

ensuring it aligns well with the data's characteristics and the study's objectives. By exploring different 

variable configurations, the study underscores the necessity of balancing model complexity with 

performance. Additionally, the use of interpretability methods, such as SHAP, enhances our understanding 

of the key factors influencing CPO prices, with the ARDL-based variable selection proving essential in 

identifying these influential variables. This research provides valuable insights for decision-makers and 

researchers in the CPO industry, equipping them with the tools to make informed decisions in a dynamic 

market. However, the study also acknowledges certain limitations and emphasizes the need for ongoing 

research and data refinement to further enhance the accuracy of CPO price forecasting. 
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