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Abstract: Due to the discovery of numerous cancer types, the risk of mortality among people has 

significantly increased. In Malaysia, lung cancer is one of the top five cancers that affect both men 

and women. The purpose of this study is to examine the association between the type of lung cancer 

and treatment of lung cancer and its associated factors that influence the duration of survival among 

lung cancer patients. A retrospective cohort study was carried out among lung cancer patients from 

one of the general hospitals in Johor. The lung cancer data will apply the Chi-Square Test for 

Independent and Multiple Linear Regression analysis. Several assumptions of model diagnostic prior 

to data analysis also have been conducted. The results indicated that type and treatment of lung cancer 

significantly associated towards the duration of survival. Based on descriptive statistics, there is high 

frequency on male compared to female, Chinese compared to other races, Adenocarcinoma type of 

Non-Small Cell Lung Cancer (NSCLC) and Chemoradiotherapy (CCRT) compared to other 

treatments. In short, based on the analysis, it was found that gender and treatment significantly 

affecting the duration of survival of lung cancer patients. Therefore, this will provide insights into 

which factors are most strongly associated with the prognosis besides, helps in prioritize and rank the 

importance of different factors. 
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1 Introduction 
 

A statistical method known as multiple linear regression uses several explanatory variables to estimate 

the outcome of a response variable [1]. Besides, in biomedical science, the survival distribution of 

human and animal frequency are being used in predicting the probability of survival especially in fields 

of engineering, sociology, criminology and insurance [2]. Most of the past research applied the deep 

learning supervision on the lung cancer metastatic lesions, machine learning in early-detection of lung 

cancer in sputum, relationship of socio-economic status with lung cancer, neural network model for 

lung cancer detection and other approaches of data analysis [3-6]. 

The most prevalent cancers among males and females, according to the Malaysian Cancer 

Registry Report 2012-2016, are colorectal, lung, prostate, breast, and cervix cancer. There was an 11% 

increase in the number of newly diagnosed cancer cases, and cancer-related deaths increased by nearly 

30%. As the rising cancer burden continues to place enormous physical, emotional, and financial strain 

on cancer patients, communities, and the nation's health care system, the rising incidence of cancer will 

become a major public health concern. The leading cause of morbidity and mortality in Malaysia is still 

lung cancer, which is a serious health concern. Smoking, including both active and passive exposure to 

tobacco smoke, is one of the main risk factors for lung cancer [7]. Lung cancer disease-related issues 

include the need for extensive tobacco control measures, late-stage diagnosis, and restricted access to 

specialised facilities [8]. Besides, a study has assessed the correlation of radiotherapy with the second 
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primary malignancy (SPMs) among the resectable lung cancer patients [9]. Patients with resectable lung 

cancer showed an increased risk of getting second primary solid and gastrointestinal cancers after 

undergoing radiotherapy. More attention must be paid to SPM prevention related to radiotherapy. 

The aims of this study are examining the association between type of lung cancer and the treatment 

of lung cancer since, both variables highly relatable and significant towards the duration of survival of 

lung cancer based on the past research study. By considering several factors related to the lung cancer, 

this study also aims to examine the significant prognostic factors associated with the duration of survival 

of lung cancer disease. 

2 Materials and Methods 
 

This research has applied the retrospective cohort study where collection of data has been made years 

back from February 2008 until February 2017 and the data has been collected in one of the general 

hospitals in Johor Bahru, Malaysia. Besides, 35 patients who have been diagnosed with lung cancer has 

been selected for this study. Increasing the sample size using bootstrapping procedure or simulation is 

recommended to improve the model accuracy [10]. Additionally, this study used part of the data which 

represent the right censored data. The data consists of only five independent variables which are the 

ages, gender, races, types of lung cancer and treatments of lung cancer and one dependent variable that 

is the duration of survival. Besides, due to time constraints, data restrictions and inconsistency data with 

missing values, only selected variables have been chosen to be applied in this study. 

A Inclusion and Exclusion Criteria 

 

Based on Table 1 below, the list of variables consists of five variables which are the gender, races, types 

of lung cancer and treatments of lung cancer which represent the categorical data and age represented 

the continuous data, with the dependent variable used in this study which is the duration of survival. 

Table 1: List of variables   

Independent variables 

Categorical data Continuous data 

Gender 

Races 

Types of Lung Cancer 

Treatments of Lung Cancer  

Age (years) 

 

Dependent variables 

Duration of survival 

B Statistical Analysis 

 

Figure 1 represent the flowchart of analysis in this study. Statistical Package for Social Sciences (SPSS) 

version 26 has been used through the whole process of analysis procedure. Based on Figure 1, the 

analysis began with exploratory data, where descriptive statistics for each variable were explained in 

numerical and graphical form using values for frequency, percentage, bar chart, histogram, and other 

data presentation.  

 

Next, the parametric approach assumption and model diagnostic testing on the study's variables also 

being observed. Chi-square test for independence will be applied to investigate the relationship between 

the two categorical variables of type and treatment of lung cancer. Additionally, Multiple linear 

regression will be applied to examine the significant factors affecting the durations of survival among 

lung cancer patients.  
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Figure 1: The  flowchart of statistical analysis 

 

C Exploratory Data Analysis 

 

Multiple linear regression is a common statistical method to examine the relationship between 

independent towards the dependent variable. There are several assumptions need to be checked before 

analysing the multiple linear regression which are [11]: 

 

i. The dependent variable and independent variable must be linear.  

ii. There is no multicollinearity of the variables. 

iii. There are no influential observations/cases. 

For the linearity assumptions, since, there is only one continuous independent variable, this study 

applied the lack of fit test using the p-value approach. Accepting the null hypothesis will indicates that 

there is no lack of fit. Besides, for multicollinearity, VIF need to be less than 10 and the tolerance value 

should be greater than 0.2. Consequently, for influential observations, the value of Cook’s Distance 

needs to be smaller than 1 for the non-influential observations.  

Additionally, after model fitting, model adequacy checking need to be applied. There are several 

assumptions required to be checked which involved [11]: 

i. Autocorrelation (Error term must be independent) 

ii. Homoscedasticity (Error variance must be constant) 

iii. Residuals are normally distributed.  

Besides, for the autocorrelation, as Durbin-Watson is between 1.5 and 2.5, the assumptions of error 

term is satisfied. Meanwhile, based on scatterplot of residual versus predicted variable, as it is randomly 

scattered, the assumption of homoscedasticity is satisfied. Continuously, normality assumption sis 

based on the Kolmogorov Smirnov Test of p-value approach. Accepting the null hypothesis will leads 

to a normal data, thus assumption normality is satisfied. 

D Chi-Square Test for Independence 

 

In order to examine the relationship between the type of lung cancer and the treatment of lung cancer, 

Chi-Square Test for Independence has been applied. The following hypothesis statement will be used: 

 

𝐻0: There is no association between the type and treatment of lung cancer. 

𝐻1: There is an association between the type and treatment of lung cancer. 

 

START 

Exploratory data analysis 

1. Descriptive Statistics of variables  

2. Assumption Checking 

3. Model Adequacy Checking 

Transform Y 

• Multiple Linear Regression 

• Chi-Square Test for Independence 

END 

Assumption 

satisfied/Not 

Yes 

No 

No 

Alternative Method: 

Non-Parametric Method 
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If the 𝑝 − 𝑣𝑎𝑙𝑢𝑒 < 𝛼 = 0.05, we reject 𝐻0. Hence, there is an association between the type of lung 

cancer and the treatment of lung cancer. Besides, this study used 95% confidence level throughout 

whole procedure of hypothesis test for the analysis [13]. 

E Multiple Linear Regression 

 

Based on [14-15], a multiple linear regression model was used in this study. The regression model of 

Eq. (1) employed in the study is as follows: 

0 1 1 2 2 3 3 4 4 5 5
y x x x x x     = + + + + +           (1) 

 

Where y is the dependent variable, 𝑥1 through 𝑥5 are the 5 independent variables with the regression 

coefficient, 𝛽1 until 𝛽5. To determine the model's significance, overall F-test has been used. The F-

statistic value can be calculated using the following formula in Eq. (2) below: 

                   
MSR

F
MSE

=              (2) 

 

Where Mean Square Regression (MSR) is the value of the sum of squares of the predictor variables 

divided by the degree of freedom and Mean Square Error (MSE) is the mean square of error. The p-

value given in the ANOVA can also be used to gauge the model's significance. When the p-value is less 

than 0.05, the model is considered significant.  

 

These examples illustrate the hypothesis. 

 

0 1 2 3 4 5

1
At least one 0 where 1 2 3 4 5

j
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3 Results and Discussions 
 

There are three different sections of the results which consists of the exploratory data analysis, 

assumptions checking, model adequacy checking, Chi-square test for independence and Multiple Linear 

Regression analysis.  

i. Exploratory Data Analysis 

 

Five independent variables and one dependent variable has been applied to the multiple linear regression 

analysis and comprised of two continuous data and four categorical data. The descriptive statistics 

among all the variables is summarized as in Table 2 and Table 3. 

Table 2: Descriptive statistics for continuous lung cancer data  

Variables (Continuous data) No. (%) 

Age (year) Mean, Standard deviation (SD) 61.03, 13.033 

Median, range 63, (55, 69) 

Duration of survival (months) Mean, Standard deviation (SD) 27.10, 25.153 

Median, range 14.30, (7.8, 40.0) 

 

Based on Table 2 above, on average, the age of lung cancer patients who were diagnosed in this 

study was 61.03 years old while the duration of survival is about 27.10 months. 50% patients of lung 

cancer aged 63 years old and above and another 50% aged below 61 years old.  
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Table 3: Descriptive statistics for categorical lung cancer data 

Variables (Categorical data) No. (%) 

Gender Male 21 (60.0) 

Female 14 (40.0) 

 

Races 

Malay 11 (31.4) 

Chinese 22 (62.9) 

Indian 2 (5.7) 

 

 

Types of lung cancer 

       Adenocarcinoma, NSCLC 13 (37.1) 

       Large cell carcinoma, NSCLC 7 (20.0) 

       Small cell lung cancer, SCLC 8 (22.9) 

       Squamous cell carcinoma, NSCLC 7 (20.0) 

 

 

 

Treatment of lung cancer 

       Chemoradiotherapy, CCRT 20 (14.3) 

       Chemotherapy, Chemo 5 (14.3) 

       Chemotherapy and Surgery, Chemosurgery 7 (20.0) 

       Chemotherapy and Targeted therapy, 

ChemoTarget 

3 (8.6) 

 

Based on Table 3 above, male has the highest frequency with 60% compared to female. For races, 

the highest frequency of lung cancer patients is Chinese with 62.9% followed with Malay and Indian. 

Meanwhile, for the type of lung cancer, adenocarcinoma Non-Small Cell Lung Cancer (NSCLC) with 

13% followed with small cell lung cancer, large and squamous cell carcinoma. For the treatment of lung 

cancer, chemoradiotherapy (CCRT) is the highest preferable treatment provided for lung cancer patients 

in this research study. 

ii. Assumption Checking 

 

For the linearity assumption, the only continuous variable which is age is found to be linearly related 

towards the duration of survival of lung cancer patients based on the lack of fit test.  

𝐻0: There is no lack of fit data 

𝐻1: There is lack of fit data 
Table 4: ANOVA Lack of Fit    

 F-value Df P-value 

Deviation from linearity 1.184 23 0.407 

 

Based on Table 4, since the 𝑝-value = 0.407 > 𝛼 = 0.05, we accept 𝐻0. Thus, there is no lack of 

fit data and linearity assumption is satisfied. For the second assumption which is the multicollinearity 

assumption. The results of VIF and tolerance as in Table 5 below: 

  
Table 5: Tolerance and VIF values 

Variables Tolerance VIF 

Age 0.906 1.104 

Races 0.925 1.081 

Gender 0.837 1.195 

Type 0.776 1.288 

Treatment 0.723 1.383 

 

Multicollinearity happens when the VIF is greater than 10 and the tolerance value is less than 0.2. 

Based on Table 5, this assumption is satisfied because the tolerance values are all greater than 0.2 and 

the VIFs are less than 10.  
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Table 6: Cook’s Distance values 

 Minimum Maximum 

Cook’s Distance  0.000 0.397 

 

Additionally, for the third assumption, checking the influential cases was examined based on the 

value of Cook’s Distance. If the value of Cook’s Distance is higher than 1, observation will be 

considered as influential. As in Table 6, the Cook’s Distance value are under 1, thus, there is no 

influential cases in this study and this third assumption is satisfied.  

iii. Model Adequacy Checking 

 

In model adequacy checking, this study examines the autocorrelation assumption or in other words it is 

the error of independent term. Durbin-Watson test was applied as in Table 7 below: 

 
Table 7: Durbin-Watson Test 

Durbin-Watson Value 

1.894 

 

Based on the value of Durbin-Watson, since, 1.5 < 𝐷𝑊 = 1.894 < 2.5 or close to 2, thus, the 

assumption of autocorrelation has met. The next diagnostic checking is the homoscedasticity 

assumption or checking for the constant error variance:   

 

 
Figure 2: The scatterplot of residual versus predicted variable 

 

By referring to Figure 2, since the scatterplot has shown randomly scattered and has no pattern, 

hence error variance is constant and the assumption of homoscedasticity has met. Besides, for the 

normality assumption, Kolmogorov test has been applied and the summary result can be seen as in 

Table 8 below: 

 
Table 8: Kolmogorov-Smirnov Test  

Kolmogorov-Smirnov (𝒑-value) 

0.053 

 

𝐻0: Data comes from normal distribution. 

𝐻1: Data comes from not normal distribution 

 

Using the 𝑝-value approach, since 𝑝-value = 0.053 > 𝛼 = 0.05, we accept 𝐻0. Thus, normality 

assumption has met and this study concluded that data comes from normal distribution. 
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iv. Chi-Square Test for Independence 

 

In order to examine the relationship between type of lung cancer and the treatment of lung cancer, Table 

9 below, showed the output of the chi-square test.  

 
Table 9: Chi-Square Test for Independence   

Pearson Chi-Square Value Df 𝒑-value 

35.736 9 0.000 

 

Based on Table 9, since 𝑝 − 𝑣𝑎𝑙𝑢𝑒 = 0.000 <  𝛼 = 0.05, we reject 𝐻0. Thus, we can conclude that, 

there is an association between type of lung cancer and the treatment of lung cancer.  

v. Multiple Linear Regression 

 

The 𝐹-value and 𝑝-value of overall significance of model could be seen as in Table 10 below: 

Table 10: Overall Model Multiple Linear Regression  

Model F 𝑷-value 

Regression 3.874 0.007 

 

Since 𝑝- value= 0.007 < 𝛼 = 0.05, we reject 𝐻0. Therefore, indicating that at least one of the 

predictor variables affecting the duration of survival of lung cancer. In order to check for the model 

performances, R-squared and adjusted R-squared are as follow: 

Table 11: R-Squared and Adjusted R-Squared  

Adjusted R-Squared Value 

0.304 

 

Based on the value of adjusted R-Squared, 30.4% of the total variation in duration of survival is 

explained by the age, races, gender, type, treatment and status of lung cancer patients. Another 60.6% 

is explained by other factors.  

vi. Individual t-test 

 

The independent variables included in the study has been examine thoroughly by using individual t-

test. This test would help in identifying the predictor variables which are not significant to be removed 

from the regression model. 

Table 12: Individual t-test  

Independent Variables t-value Sig. Results 

Age, 𝑥1 -1.925 0.064 Not Significant 

Races, 𝑥2 -0.829 0.414 Not Significant 

Gender, 𝒙𝟑 2.318 0.028 Significant 

Type, 𝑥4 0.387 0.701 Not Significant 

Treatment, 𝒙𝟓 3.361 0.002 Significant 

 

Based on Table 12, two variables that were significant are gender and treatment with both 𝑝-value 

of the individual t-test is less than alpha, 0.05. Meanwhile, the other variables which are the age, races, 

and type of lung cancer were not significant. This means, gender and treatment statistically affecting 

the duration of survival. The final model has removed variables age, races and type of lung cancer.  
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Since this study wanted to elaborate each group related to the significant categorical variable, the 

final model has been re-run using the significant variables of dummy. The suggested model as in Table 

13 meanwhile, the final model can be seen in Table 14 below: 

Table 13: Coefficients of Suggested Model 

Model Unstandardized Coefficients Standardized Coefficients t Sig. 

B Std. Error Beta 

(Constant) .971 .404  2.402 .023 

Age, 1
x  -.010 .005 -.289 -1.925 .064 

Races, 2
x  -.101 .122 -.123 -.829 .414 

Gender, 3
x  .336 .145 .363 2.318 .028 

Type, 4
x  .025 .064 .063 .387 .701 

Treatment, 5
x  .308 .092 .565 3.361 .002 

 

Table 14: Coefficients of Overall Final Model 

Model Unstandardized 

Coefficients 

Standardized 

Coefficients 

t Sig. 

B Std. Error Beta 

(Constant) 1.481 .241  6.139 .000 

Gender, 3
x  .247 .152 .266 1.621 .115 

Treatment=Chemotherapy, 

5 Chemotherapy
x

( )  

-.919 .315 -.708 -2.917 .007 

Treatment=Chemo and Surgery, 

5 Chemosurgery
x

( )  

-.553 .282 -.487 -1.960 .059 

Treatment=Chemoradiotherapy, 

5 Chemoradiotherapy
x

( )  

-.278 .256 -.303 -1.087 .286 

 

The final model: 

3 5 5 5
1 481 0 247 0 919 0 553 0 278

Chemotherapy Chemosurgery Chemoradiotherapy
y x x x x= + − − −

( ) ( ) ( )
log . . . . .  

where,  

𝑌 = duration of survival 

𝑥3 = gender  

𝑥5 = treatment_chemo 

𝑥5 = treatment_chemosurgery 

𝑥5 = treatment_CCRT 

 

Interpretation of coefficient:  

 
𝛽1 = 0.247. This indicates that the mean of duration of survival will be 0.247 (1.766 months) times 

higher in male compared to female.  

𝛽2  = −0.919. This indicates that the mean of duration of survival will be 0.919 (8.299 months) times 

lower in treatment of Chemotherapy compared to Chemotherapy and Targeted Therapy. 

𝛽3  = −0.553. This indicates that the mean of duration of survival will be 0.553 (3.573 months) times 

lower in treatment of Chemotherapy and Surgery compared to Chemotherapy and Targeted Therapy. 

𝛽4  = −0.278. This indicates that the mean of duration of survival will be 0.278 (1.897 months) times 

lower in treatment of Chemoradiotherapy (CCRT) compared to Chemotherapy and Targeted Therapy. 
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Therefore, male has higher duration of survival compare to female while for the treatment of lung 

cancer, chemotherapy and targeted therapy having longer duration of survival followed with CCRT, 

chemotherapy and surgery, and lastly, chemotherapy only. 

 

4 Conclusion and Recommendation  
 

Descriptive statistics of the continuous and categorical data used in this study were presented at the 

beginning. The data have been presented in percentages and frequency for the categorical data while 

mean and standard deviation for the continuous data. Besides, this study aimed in examining the 

relationship between the type of lung cancer with the treatment of lung cancer. This information would 

clarify that different type of lung cancer will statistically associate with different types of treatment. In 

this study, it is proven that type of lung cancer and types of treatment have an association with each 

other. Since Chi-Square test for independence is one of the non-parametric methods, there was no 

assumption needed prior to data analysis. 

 

Consequently, in order to determine the prognostic factors of lung cancer affecting the duration of 

survival, a multiple linear regression is being examined in this study. Several assumptions such as the 

linearity, multicollinearity and influential cases have been observed and validated. In addition, model 

diagnostics checking such as the autocorrelation test, homoscedasticity test and normality test have been 

verified and all of the assumptions were satisfied. Based on the results obtained from the analysis of 

Multiple Linear Regression, only gender and treatment have significant effect towards the duration of 

survival. All the remaining variables were not significant. It is suggested that performing the data using 

survival would be significant because assigning the data with censored observation will narrow down 

the focus of data analysis. 
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