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 The World Health Organization (WHO) defines air pollution as any 
chemical, physical, or biological agent that tampers with the 
atmosphere's natural characteristics and contaminates either the 
indoor or outdoor environment. The evaluation of air pollution can be 
done by using air pollution prediction. When air pollution levels are 
high, it can notify and warn the public while assisting the management 
of many different chemical compounds through policy. The objective 
of this study is to find the best forecasting model for the air pollution 
index (API). This study also attempts to predict the monthly mean 
concentration of the API in Shah Alam for 2023 by using the time 
series model. To achieve the objectives, the Box-Jenkins Methodology 
and Univariate Techniques were used. This study examines the API 
using Holt’s Method, Double Exponential Smoothing Technique, and 
ARIMA models. Based on the smallest value of root mean squared 
error (RMSE) and mean absolute error (MAE), it shows that the most 
adequate model for the API for this period is the ARIMA model. Air 
quality forecasting is reliable and effective in controlling the 
composition of air pollution. With the ability to forecast the mean 
concentration of the Air Pollution Index, these findings could aid the 
Department of Environment in analyzing the substances that 
contribute to air pollution. Additionally, this information could help 
reduce the incidence of air pollution-related diseases among 
Malaysians. 
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1. Introduction 
The Air Pollution Index (API) is employed in Malaysia to assess air quality. The API system 

indicated that air pollution consists of five main elements, which are ozone (O3), carbon dioxide 
(CO2), nitrogen dioxide (NO2), sulphur dioxide (SO2), and particulate matter (PM10). Malaysia was 
expected to become an industrialized nation in 2020, highlighting the urgent need to address the air 
quality issue that has been found to exacerbate existing respiratory health conditions [1]. Both natural 
and human activities contribute to air pollution in the country. Some of the natural causes of air 
pollution include soil dust, forests, and sea surface emissions. Commonly, these sources contribute 
to the level of air pollution. However, man-made sources such as the burning of fossil fuels, 
transportation emissions, and deforestation also contribute significantly to air pollution, apart from 
causing global climate change [2]. The air quality tended to be worsened due to the high level of 
man-made sources.  

The Malaysian Department of the Environment (DOE) set up the Recommended Malaysian 
Air Quality Guidelines (RMG) in 1989 to control air pollutants. Subsequently, in 1993 the Malaysian 
Air Quality Index (MAQI) was introduced to inform the public about air quality conditions. In 1996, 
they revamped the system and adopted the air pollution index (API), which is modelled after the 
United States pollutant standard index (PSI) [3]. The API serves as an effective tool for assessing air 
quality. The API status indicator is categorized into five levels, including good, moderate, unhealthy, 
very unhealthy, and hazardous, as outlined in Table 1. These categories serve as benchmarks for 
air quality management and aid in interpreting data for decision-making processes. 

 
Table 1. API Status 

 

API Value Status 

0-50 Good 

51-100 Moderate 

101-200 Unhealthy 

201-300 Very Unhealthy 

>300 Hazardous 

 
In this study, the API was utilized to determine the best model for forecasting the API from 

January 2023 to December 2023. Numerous studies showed major cities with high seasonal heating 
demands, heavy industry, and high vehicular traffic volumes, or with all these three, as the worst air 
pollution [4]. 

In 2022, 7.9 million people were living in Selangor. According to the Selangor State Structure 
Plan 2020, the state’s population was anticipated to grow to 9 million people by the year 2035. Around 
36,592.52 hectares of land had been designated for development, representing 80% of the total area. 
This indicates that the state struggled with air quality issues over the years due to population growth 
and development. Shah Alam is particularly susceptible to air pollution because of its densely 
populated surrounding areas, significant industrial and commercial developments, and heavy traffic 
[5]. These features make Shah Alam more vulnerable to air pollution [6]. Therefore, this study aims 
to identify the best forecasting model for the API and predict the API's monthly mean concentration 
in Shah Alam for 2023. 

 
 
 
2. Literature Review 
 Air pollution is the presence of harmful substances in the atmosphere that exceed a certain 
concentration and cause negative effects on both, the ecological system and human life. With the 
growing concern for the environment, many researchers have conducted numerous studies, with air 
pollution forecasting being of utmost importance [7]. An accurate forecasting is a foundation for taking 
any effective pollution control measures, making it a crucial task.  
 Accurate AQI forecasting is crucial for safeguarding human health, protecting the 
environment, and supporting economic stability. It enables authorities to make decisions, facilitates 
sustainable urban planning, and aids in the management of pollution control strategies [8]. 
Recognizing the significance of the Air Pollution Index (API) and air quality forecasting, this study 
aims to predict the monthly mean API by using a time series model.  
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One of the most effective statistical techniques for forecasting from time-series data is the 
Autoregressive Integrated Moving Average (ARIMA) model, and often referred to as the Box-Jenkins 
model. ARIMA models are employed to identify the model that best fits the historical data in a time 
series. This forecasting model has been extensively used across various sectors without limitation 
to air pollutant time series [9]. Another type of time series model is univariate time series analysis, 
where a single variable varies over equal time increments in the data. The time increments can be 
daily, hourly, monthly, or yearly. Univariate modelling, known as a projective approach to forecasting, 
generates predicted values based on data from previous observations [10]. Like the Box-Jenkins 
methodology, univariate modelling has been widely used for forecasting in various industries, not just 
limited to air pollution time series. 

In a study which focused on the Thiruvananthapuram District of Kerala, India, the ARIMA 
and Seasonal Auto-Regressive Integrated Moving Average (SARIMA) methods were employed to 
forecast air quality indices [11]. The study utilized monthly air quality data from 2012 to 2015 for 
nitrogen dioxide (NO2), sulphur dioxide (SO2), suspended particulate matter (SPM), and respirable 
particulate matter (RSPM), collected at four sites in Thiruvananthapuram District. The result indicated 
that all stations’ air quality index readings between 2012 and 2015 fell within the satisfactory (51-
100) AQI range. The researchers found that the ARIMA models outperformed SARIMA models in 
terms of forecasting accuracy. 

Another study aimed to compare the performance of artificial neural networks (ANN) and 
Arima models for a better forecasting the air pollution data in Malaysia [12]. The outcomes highlight 
the fact that compared to ARIMA, the ANN provided the lowest forecasting error to predict API in 
Klang. As such, the ANN may be regarded as a reliable predictive method to generate data for the 
general public regarding the status of air quality at a particular time.  

Additionally, a study utilized a time series technique with autoregressive integrated moving 
average (ARIMA) modelling to predict the maximum daily surface ozone (O3) concentration [13]. The 
study focused on surface O3 data that was collected at the airport in Brunei Darussalam between 
July 1998 and March 1999. The fitted ARIMA model had an order of (1,0,1), and it was found that 
the maximum O3 concentrations predicted by the model closely matched the observed values. The 
model's effectiveness was evaluated with several widely used statistical metrics.  

In a study conducted by [14], it was about the air quality index (AQI) in Miyun County, Beijing, 
China. The original AQI data were found to be non-stationary during the model construction process. 
However, the first-order differencing data of the original AQI data were stationary. After comparing 
various models, the ARIMA (3,1,3) model was selected as the final model for fitting the ARIMA model. 
The least squares approach was used to represent the data in the Holt exponential smoothing model 
fitting. In terms of capturing trends and minimizing mean squared error (MSE), Holt modelling 
outperformed ARIMA modelling in these two model fittings. Therefore, based on this data, the Holt 
model is preferred for predicting future AQI values. 

Air pollution levels reflect the environment's health, and declining air quality immediately 
affects public health. Air quality forecasting, monitoring, and early warning systems are essential 
preventive measures for sustainable smart cities, environmental sustainability, and pollution control 
management [2]. Forecasting air quality is effective in protecting public health by giving early 
warnings about dangerous air pollutants [7]. Moreover, it aids the Department of Environment (DOE) 
in planning future monitoring programs and identifying significant air quality changes that could harm 
the environment and human health. API forecasting enables real-time processing and analysis of air 
quality data at the network's edge, providing decision-makers with timely and accurate information 
to address air pollution effectively [15]. 

Hence, it is clear that modelling and forecasting the Air Pollution Index (API) can be beneficial 
for various organizations. Therefore, the objective of this research is to develop a model using API 
time series data from Shah Alam, Selangor. This model aims to provide estimation of future API 
values, which can be valuable for understanding and managing air quality in the city. 
 
 
 
3. Methodology 
 
3.1 Description of Data 

This study used secondary data that was extracted from Malaysia’s Department of 
Environment (DOE). The monthly mean concentration of Air Pollution Index (API) of all five main 
elements which were the particulate matter with a diameter of 10 micrometres or less (PM10), ozone 
(O3), nitrogen dioxide (NO2), sulphur dioxide (SO2), and carbon dioxide (CO2) from January 2012 
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until December 2022 was obtained from Malaysia’s Department of Environment (DOE) website. A 
total of 132 months of data on the API value in Shah Alam from January 2012 to December 2022 
was applied to forecast the future of Shah Alam’s API value. 
 
3.2 Box-Jenkins Methodology  

To achieve the objectives of this study, Box-Jenkins were used. The Box-Jenkins method 
comprises three primary models: autoregressive (AR), integrated (I), and moving average (MA). The 
AR and MA models are appropriate for analyzing stationary time series patterns. The combination of 
AR and MA models results in ARMA models. In cases where the data is non-stationary, the I model 
is used to transform the dataset into a stationary form, allowing for the creation of ARIMA models 
[16]. 
 
i. Autoregressive Integrated Moving Average (ARIMA) Model 

To better comprehend or predict future values of time series, one could utilize an 
autoregressive integrated moving average model, or ARIMA model. The Box-Jenkins (1970) ARIMA 
model was a type of regression analysis that was capable in evaluating the strength of the dependent 
variable to its independent variable. It had three major processes which were an autoregressive (AR) 
of order p, differencing of degree d to render the time-series stationary, and moving average (MA) of 
order q. It was abbreviated as ARIMA (p,d,q) [17]. A simple model case ARIMA (1,1,1) was as shown 
below, 
 

𝑤𝑡 = 𝜇 + ∅1𝑤𝑡−1 − 𝜃1𝜀𝑡−1 + 𝜀𝑡 
 
where 𝑤𝑡 = 𝑦𝑡 − 𝑦 serves the first difference of the series and was considered to be stationary. In 
this scenario, the values of p=1, d=1 and q=1. The equation could also be written as, 
 

(1 − ∅1𝐵)𝑤𝑡 = 𝜇 + (1 − 𝜃1𝐵)𝜀𝑡 
 

The ARIMA model was applied by using the Box-Jenkins framework, which assumes 
stationarity in the data series. Stationarity means that the statistical properties of the data, such as 
the mean and variance, remain constant over time. This assumption implies that all instances of the 
process, regardless of when they occur, exhibit the same statistical characteristics [18]. 

Differentiation is a method used to transform non-stationary time series data into stationary 
form. This process involves some calculations of the differences between consecutive observations, 
which helps stabilize the mean of the series by removing trends and seasonality. Specifically, the 

first difference is computed as 1t t tw y y
−

= − , where tw  represents the difference between the 

current API value, ty  and the previous API value, 1ty
− . If the first difference indicates that the data 

series is non-stationary, thus, this transformation is applied to achieve stationarity. 
 

 
ii. Stages in ARIMA Model Development 

The Box-Jenkins modelling approach had four main stages: Model Identification, Model 
Estimation and Validation, and Model Application as presented in Figure 1.  
 
 

(1) 

(2) 
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Figure 1. The Stages in ARIMA Model Development 
 

In the Box-Jenkins technique, model identification is the initial step, which involves 
determining the most suitable class of models for the dataset. Once the data is made stationary, the 
parameters of the ARIMA model need to be determined. The ARIMA model employed three 
coefficients, p, d, and q, where p was the number of autoregressive terms, q denoted the number of 
moving average terms, and d specifies the order of differencing needed for stability. To find the 
autoregressive (p) and moving average (q) parameters, the autocorrelation function (ACF) and partial 
autocorrelation function (PACF) are used. The number of spikes in the PACF indicates p, whereas 
the number of spikes in the ACF determines q [19]. 

The next step is model estimation and validation. The ARIMA model was implemented using 
R-software, which was also employed for forecasting the monthly mean concentration of the Air 
Pollution Index (API) in Shah Alam, Malaysia. To validate the ARIMA models, statistical 
measurements such as the Ljung-Box Statistic, Akaike's Information Criteria (AIC), and Bayesian 
Information Criterion (BIC) were utilized.  

The serial correlation of the residuals was assessed by using the Ljung-Box statistic, which 
helps in determining the adequacy of the model and the randomness of the residuals [20]. The 
hypothesis of the test is as follows: 

 

0H  : The errors are random (errors are white noise) 

1H  : The errors are non-random (errors are not white noise) 

 
If the probability value is less than 0.05, the null hypothesis would be rejected, indicating that 

the model is mis-specified or inadequate. Conversely, if the probability value is more than 0.05, 
suggesting that the model is adequate. 

The AIC and BIC are commonly used to evaluate the fitness of ARIMA. AIC is utilized to 
analyze various potential models and determine the one that best fits the data. On the other hand, 
BIC aims to balance model complexity and goodness of fit to produce the most accurate out-of-
sample forecast. When both values are low, both criteria show that a model is the best ARIMA model. 
One similarity between the AIC and BIC was that the model was considered as the best ARIMA 
model when both values were low [21]. The formula of AIC and BIC are as follows: 

 

𝐴𝐼𝐶 = 𝑒
2𝑘

𝑇
∑ 𝑒𝑡

2𝑇
𝑡=1

𝑇
      

                                                     

𝐵𝐼𝐶 = 𝑇
𝑘

𝑇
∑ 𝑒𝑡

2𝑇
𝑡=1

𝑇
       

 
where T is the number of observations and k is the estimated model’s total number of parameters, 
including the constant.  

(3) 

(4) 
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Once all test conditions are met and the model's fitness is confirmed, it can be applied to 
obtain forecast values. These values can be represented using confidence intervals or single-value 
estimates. Confidence interval estimation provides a valuable stochastic measure of the certainty 
and uncertainty associated with the forecasted values. However, if the test conditions are not 
satisfied, the model needs to be revised. 

 
3.3 Univariate Techniques 

The term univariate solely refers to the forecasts that relies on a sample of time series data 
for the air pollution index, without any consideration about the influences of other variables such as 
air temperature and wind direction. In this section, the application of Holt’s method and Double 
Exponential Smoothing method was explained in this study. Consequently, the notations which are 

utilized in this research are denoted by ty and t, representing the API and month, respectively. 

 
i. Holt’s Method 

This technique is commonly used to handle data with linear trends because it offers more 
flexibility in tracking trends and slopes at different rates, besides smoothing them directly using 
multiple constants. In Holt’s method, a final forecast was created by combining three primary 
equations: an exponential smoothing equation, a trend smoothing equation, and a forecast equation. 
 

The exponentially smoothed series, 
𝑆𝑡 = 𝛼(𝑦𝑡) + (1 − 𝛼)(𝑆𝑡−1 + 𝑇𝑡−1) 

 
The trend estimate, 

𝑇𝑡 = 𝛽(𝑆𝑡 − 𝑆𝑡−1) + (1 − 𝛽)𝑇𝑡−1 
 

Forecasts m period into the future, 
𝐹𝑡+𝑚 = 𝑆𝑡 + 𝑇𝑡 × 𝑚 

 
where, 𝑆𝑡 = smoothed value, 𝑆𝑡−1 = the smoothed value for the previous period, 𝑦𝑡 = smoothed 

constant for trend estimate ranges from 0 to 1, 𝑇𝑡 = trend estimate, 𝑇𝑡−1 = the trend estimated for 

the previous period, 𝑚 = period to be forecast into future, which is 12 months, 𝐹𝑡+𝑚 = the forecast 
for the 𝑚 periods into the future. 
 
ii. Double Exponential Smoothing 

Double exponential smoothing is also known as Brown’s method. It is useful for a series that 
has many traits of a linear trend. The primary benefit of double exponential smoothing utilization over 
single exponential smoothing is the ability to produce multiple forecasts for the future. Generally, four 
main equations were involved. The notations are used to illustrate this technique as follows: 

 
Let 𝑆𝑡 represent the exponentially smoothed value of 𝑦𝑡 at time 𝑡, and 𝑆𝑡

′ denote the double 

exponentially smoothed value of 𝑦𝑡 at time 𝑡. 
 

The single exponentially smoothed of API, 
𝑆𝑡 = 𝛼(𝑦𝑡) + (1 − 𝛼)𝑆𝑡−1 

 
The double exponentially smoothed value of API, 

𝑆𝑡
′ = 𝛼(𝑆𝑡) + (1 − 𝛼)𝑆𝑡−1

′  
 

The difference between both of exponentially smoothed values, 
𝛼𝑡 = 2𝑆𝑡 − 𝑆𝑡

′ 
 

The adjustment factor which was forecast for one-year steps ahead, 
𝐹𝑡+𝑚 = 𝑎𝑡 + 𝑏𝑡𝑚 

 
where 𝐹𝑡+𝑚 forecast the API at period 𝑚 made in period 𝑡, for 𝑚 = 1,2,3, … ,12 and 𝑡 = 1,2,3, … ,132. 
 

The accuracy prediction of the model, which was provided by most statistical software, has 
been compared using Root Mean Squared Error (RMSE) and Mean Absolute Error (MAE).  

(5) 

(8) 

(9) 

(10) 

(11) 

(6) 

(7) 



 

7 

 

 

𝑅𝑀𝑆𝐸 = √
∑ 𝑒𝑡

2𝑛
𝑡

𝑛
 𝑀𝐴𝐸 =

1

𝑛
∑|(𝑦𝑡 − 𝑦̂𝑡)|

𝑛

𝑡=1

 

which 𝑒𝑡 = 𝑦𝑡 − 𝑦̂, where 𝑦𝑡 is the actual value at time 𝑡 and 𝑦̂, was the fitted value at time 𝑡. 

 
 
4. Results and Discussion 
 
4.1 Trend of Air Pollution Index (API) 
As illustrated in Figure 2, a drawing of time series plot is the initial stage in time series analysis and 
gives a rough knowledge of the time behaviour of the series. The original series trend seems to have 
slightly decreased. However, this needs to be verified and proven by using descriptive analysis and 
trend modelling. 
 

 
 

Figure 2. Air Pollution Index (API) Trend Line Graph 
 

Figure 2 illustrates the monthly time series of the Air Pollution Index (API) in Shah Alam, 
Malaysia, from January 2012 to December 2022. The monthly API fluctuates throughout 132 months 
with the trend line, T = -0.0093t + 498.12. This equation indicates that as time increases, the API 
trend decreases by 0.0093. Analysis indicates that the air monitoring station at TTDI Shah Alam in 
Selangor recorded the highest API reading of 302 in June 2013. API levels exceeding 300 are 
considered hazardous. In that month also, the monitoring station at Muar experienced its worst, with 
663 (emergency level) air quality readings due to haze episodes. Additionally, other locations 
recorded unhealthy, very unhealthy, and hazardous API levels, indicating widespread poor air quality 
[22].  

Air pollution is expected to be worse during the dry season (June-September) than the wet 
season (November-March) because there is less rain. More rain during the wet season is expected 
to improve air quality, as it washes out and reduces the concentration of air pollutants in the 
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atmosphere [23]. However, in 2015 the highest peak in API records was observed in October, with 
a hazardous reading of 307. The trend of API good days showed a peak during November–
December, which was during the wet season (Figure 2). Meanwhile, the average trend of API 
unhealthy days also showed the peak during the wet season, which was in February. A downtrend 
component is evident from the end of 2019 to the end of 2022, likely due to the temporary closure of 
factories in Shah Alam during the COVID-19 pandemic. Additionally, a turning point occurs from the 
middle of 2015 to the beginning of 2016, where the API value transitions from a downward trend to 
an upward trend. 

 
4.2 Box-Jenkins Methodology 

In the Box-Jenkins methodology, it is assumed that the characteristics of the initial data 
series are known. The fundamental assumption is that the data series is stationary. If the series is 
not stationary, differentiation is necessary to achieve stationarity before proceeding to the next 
stages. 

Figure 3 revealed a stationary and a constant mean in the series. The fluctuation of the line 
around zero demonstrates its stationary nature. Since the probability value was less than 0.05, the 
Augmented Dickey-Fuller Test (ADF) revealed that the series was stationary (ADF test statistic = -
4.3392, p-value = 0.01). Thus, the series does not require in differencing, and it is said to be 
integrated of order zero [𝐼(0)]. The model obtained is represented in general term as ARIMA (p,d,q) 
with d=0. 
 

 
Figure 3. ACF and PACF of Air Pollution Index (API) 

 

Significant spikes were observed respectively in the Autocorrelation Function (ACF) and 
Partial Autocorrelation Function (PACF) for the parameters q and p. The confidence limits in this 
study were determined to be (-0.174078, +0.174078), although these limits can be varied based on 
the parameters of the ARIMA models. Identifying the right model formulation was rather difficult 
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because of the nature of the economic or business data series. Hence, several models to be the best 
possible formulations were identified and estimated. 

In Figure 3 (ACF), two significant spikes were observed at lag 1 and 9 that determine 
MA(q=2). Meanwhile, Figure 5 (PACF), showed only one significant spike at lag 1, indicating 
AR(p=1). However, these observations do not guarantee the correct values of p and q for the model. 
Hence, several model formulations would be estimated in ensuring that a well-specified model was 
not missed out. The five specified models were ARIMA (2,0,2), ARIMA (1,0,2), ARIMA (1,0,1), ARIMA 
(1,0,3) and ARIMA (0,1,2). 

AIC and BIC were used to assess and select the best ARIMA models, with the lowest values 
indicating the preferred models. To determine whether a serial autocorrelation occurs in a time series 
or vice versa, the value of the p-value for each model for the Ljung-Box test statistic was examined. 
The null hypothesis of the Ljung-Box Test assumes that the results exhibit white noise properties, 
which indicate no significant serial autocorrelation and satisfy the stationary condition. A model was 
considered to have no serial autocorrelation if the p-value of the Ljung-Box Test was greater than 
0.05. The best model was selected by considering the absence of serial autocorrelation along with 
other relevant factors. Table 2 displays the AIC, BIC, and p-value of the Ljung-Box test for the 
selected model. 

 
Table 2. Summary of the Estimated Model 

 

Models AIC BIC Box-Ljung (p-value) 

ARIMA (2,0,2) 1032.819 1048.390 0.9980 

ARIMA (1,0,2) 1030.926 1043.902 0.9978 

ARIMA (1,0,1) 1029.539 1039.920  0.9558  

ARIMA (1,0,3) 1032.858 1048.429 0.9983 

ARIMA (0,1,2) 1331.503 1340.128 0.9370 

 
 Based on the results in Table 2, the p-values of the Ljung-Box test for the selected models 
were all above 0.05. This indicates that the errors for each model can be adequately represented by 
white noise, leading to the acceptance of the null hypothesis and suggesting no serial correlation in 
the model. The best model, ARIMA (1,0,1), was determined from Table 2 as it exhibited respectively 
the lowest AIC and BIC values of 1029.539 and 1039.920. Additionally, as the Principle of Parsimony 
favors choosing the simplest model, thus, ARIMA (1,0,1) was deemed the most appropriate 
selection. Therefore, ARIMA (1,0,1) is recommended as the most accurate model for predicting the 
Air Pollution Index (API) in Shah Alam for 2023. 
 
4.3 Univariate Techniques 

The API data was analyzed using univariate techniques, specifically Holt's method and the 
double exponential smoothing technique. The goal was to determine the best model, and the results 
were compared, as shown in Table 3. 
 

Table 3. Error Measure of Holt’s Method and Double Exponential Smoothing 
 

Model / Error Measures RMSE MAE 
Holt’s Method 9.9964 8.2513 

Double Exponential Smoothing 10.4605 8.2588 
 

The optimal parameters for both models were determined using Excel software. In Holt’s 
method, the parameter values for alpha and beta were respectively found to be 0.5237 and 0.01. 
Meanwhile, the optimal parameter for alpha was determined to be 0.2473 in the double exponential 
smoothing technique. 

Based on the error measures using these parameter values, Holt’s method was deemed 
more effective for forecasting the API compared to the double exponential smoothing technique. This 
conclusion was reached by comparing the evaluation components of RMSE and MAE, as shown in 
Table 3. Therefore, Holt’s method is recommended as the best model among the univariate 
techniques for forecasting the API. 
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4.4 Determining the Best Model 
The reliability of a model is not determined by the existence of a single good forecast. A good 

forecast model consistently produces good forecast values. Forecasters commonly assess a series 
of errors that have been produced over time or across time series before making a judgement about 
the model’s quality. A model is therefore deemed superior to others if it meets a set of criteria. It is 
more customary to measure the error with the smallest magnitude. To determine the most effective 
method for forecasting the API, the performance of the Box-Jenkins model and univariate techniques 
were compared, as detailed in Table 4. 

 
Table 4. Best Model Selection 

 

Model RMSE MAE 

ARIMA (1,0,1) 8.3481 6.7439 

Holt’s Method 9.9964 8.2513 

 

The evaluated final models were ARIMA (1,0,1) and Holt’s method. The error measures for 
ARIMA (1,0,1) were lower than those for Holt’s method, as indicated in Table 4. Specifically, an 
analysis between the RMSE and MAE values from the evaluation section showed that ARIMA (1,0,1) 
had much lower values, with 8.3481 and 6.7439, respectively. Therefore, ARIMA (1,0,1) was 
selected as the best model for forecasting the API in Shah Alam. 
 
4.5 Forecast the Air Pollution Index (API) in Shah Alam 

Since ARIMA (1,0,1) model was chosen as the best model for forecasting the API in Shah 
Alam, it was used to forecast the data for the next 12 months. The future trend forecast is depicted 
in Figure 4, which appears to be satisfactory at 95 percent confidence interval. 
 
 

 

 
Figure 4. Forecast of API in Shah Alam from January 2023 to December 2023 with  ARIMA(1,0,1) 
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Table 5. Forecasts of API Values for 2023 using ARIMA (1,0,1) 
 

Month Forecast 95% Confidence Interval 

January 82.5010 (43.0386, 121.9634) 

February 81.7968 (40.5118, 123.0818) 

March 81.6648 (40.0629, 123.2667) 

April 81.6400 (39.9345, 123.3454) 

May 81.6354 (39.8692, 123.4016) 

June 81.6345 (39.8171, 123.4519) 

July 81.6344 (39.7680, 123.5008) 

August 81.6343 (39.7195, 123.5491) 

September 81.6343 (39.6713, 123.5973) 

October 81.6343 (39.6231, 123.6455) 

November 81.6343 (39.5750, 123.6936) 

December 81.6343 (39.5269, 123.7416) 

 

Figure 4 depicts an indication of graph in which the positive outcomes will be under control 
for the next 12 months or until December 2023. The horizontal axis stands for the number of months 
from January 2012 onward. The graph also showcases the forecasted monthly Air Pollution Index 
(API) based on evaluated data up to December 2022. Table 5 displays the specific forecasted values 
derived from ARIMA (1,0,1). The trend line indicates a consistent decrease, averaging 0.025 percent, 
suggesting a progressive decline in the API value each month until December 2023. The results 
imply that the API readings from January to December 2023 will fall within the moderate (51-100) air 
quality index range by referring to Table 1. Furthermore, all forecasted API values are within 95% 
confidence intervals. 
 
 
 
5. Conclusion 

Five ARIMA models were proposed based on the simplest model by estimation value: 
ARIMA (2,0,2), ARIMA (1,0,2), ARIMA (1,0,1), ARIMA (1,0,3), and ARIMA (0,1,2). Through 
observation, ARIMA (1,0,1) was found to have the smallest values of AIC and BIC, making it the best 
model for the Box-Jenkins Methodology. Additionally, Holt’s method was identified as the best model 
for Univariate Techniques, as it exhibited the lowest evaluation values of RMSE and MAE compared 
to Double Exponential Smoothing. The first goal of the study was to evaluate the best model among 
the Box-Jenkins Methodology and Univariate Techniques. The results showed that ARIMA (1,0,1) 
had the lowest value across all error measurements.  

The second goal of this study was to forecast the Air Pollution Index in Shah Alam one year 
ahead, from January 2023 to December 2023 by using the best model. The forecasting was done by 
using ARIMA (1,0,1) model, and the results revealed that the trend line of anticipated values 
remained constant at a range of 81.63 and 82.50, which indicates a satisfactory category because 
the readings fell within the moderate reading (51-100) of API status (Table 1).  

For future research, it is recommended to examine how deep learning, or the combination 
of neural networks and data mining approaches, could enhance the effectiveness of forecasting 
models. Creating hybrid models that integrate the strengths of different approaches could lead to 
more accurate forecasts of the air quality index in Shah Alam [24]. 
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 The university strives to provide students with a curriculum that is 
pertinent and taught by educators with exceptional delivery methods, 
in a stimulating and dynamic learning setting. The goal is for students 
to graduate as individuals who can make positive contributions to 
society, start their own businesses, and take on leadership roles in 
their professions. This research aims to develop the Student 
Competency Questionnaire (SCQ) and assess its reliability and 
validity. Using classical test theory, the evaluation focused on 
reliability, construct validity, and content validity. A postal 
questionnaire containing 49 items was distributed in October 2022 to 
a sample of 59 final year diploma students from various programs. 
Three experts in education, statistical modeling, and decision making 
evaluated the content validity of the scale. The Content Validity Index 
(CVI) for all constructs ranged from 0.96 to 1, exceeding the threshold 
of 0.70, indicating that the items are 'content valid.' Cronbach's alpha 
values showed a high level of internal consistency, all exceeding 0.90. 
Additionally, all items within each construct were highly related to one 
another, with correlations exceeding 0.30.This research demonstrates 
that the Pillar 1 education 5.0 @ Universiti Teknologi MARA (UiTM) 
frameworks effectively capture essential skills for students' academic 
and professional development, enhancing their employability. The 
focus on Personal, Adaptive, Digital, 21st Century, and Social 
competencies, along with student satisfaction, ensures students are 
equipped with diverse skills needed to thrive in dynamic environments. 
Overall, UiTM's approach prepares students for success in their future 
careers and personal lives. 
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1. Introduction 

Academic accomplishment is a crucial indicator for evaluating a student's learning condition 
and educational advancement. It acts as a thorough measure, covering not just the gaining of 
knowledge but also the use of critical thinking skills, problem-solving capabilities, and a profound 
comprehension of the topic. These accomplishments go beyond just grades or test results; they 
represent the culmination of a student's commitment, hard work, and involvement in the learning 
process. 

During the learning process, a comprehensive evaluation of a student's intellectual 
development involves showcasing their ability to absorb material, engage actively in class, and 
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overcome the obstacles encountered in their academic path. Therefore, it plays a vital role in 
influencing the storyline of a student's educational journey and future opportunities. Educational 
administration must assess students' competency to ensure their overall success. 
Study by [1] have compiled many methods for measuring student accomplishment in higher 
education, including examinations, tests, grades, GPA, projects, assessments, class participation, 
portfolios, and peer assessments. Nowadays, the education system has adopted a fresh method to 
equip pupils to tackle the evolving environment. An intuitive approach is necessary to build and 
develop a fluid, dynamic, and organic curriculum to ensure students are well-prepared for the labor 
market. 

At UiTM, the Education 5.0@UiTM initiative has developed a framework with five primary 
pillars that can be applied to the curriculum, learning experience, learning environment, instructors, 
and delivery. Students will engage with a pertinent curriculum, guided by instructors with excellent 
teaching methods, in a stimulating and dynamic learning environment. When students graduate from 
university, they will have had a fulfilling journey that has prepared them to be valuable members of 
society, entrepreneurs, and capable leaders who can succeed in the professional realm. 

Therefore, emphasizing Pillar 1, which involves a cohesive and relevant curriculum, is 
essential to ensure that students are well-prepared. Five primary abilities focused on for students in 
the 21st century are social competence, adaptability, digital proficiency, and high levels of personal 
competency. This research aims to assess student skills by gathering self-evaluation data using a 
questionnaire. 

Questionnaires are vital instruments in survey research, but researchers must recognize and 
understand their inherent limits. Having this insight is crucial for creating surveys that yield precise 
and significant outcomes. Researchers can address possible concerns by acknowledging these 
limits, allowing them to make educated judgements when designing and analyzing survey surveys. 
Integrating questionnaires with other research methodologies or validation approaches might 
enhance the overall strength of a study. 

In this sense, this study had developed a Student Competencies Questionnaire (SCQ) based 
on Education 5.0@UiTMI framework (Pillar 1). The SCQ is based mainly on Likert Scale (ranging 
from 1(less competency) to 10 (most competent) to measure each of the theoretical constructs as 
presented below. Since framework still not been evaluated in any previous study, therefore the main 
objective in this study is to evaluate the validity and reliability of SCQ so that able to allows 
researchers to develop a more well-rounded and reliable investigation that leverages the strengths 
of diverse research methods and validation techniques. This comprehensive approach enhances 
confidence in the study's findings and contributes to a deeper understanding in this study. The key 
to research process in this study been illustrated in Figure 1. 

 
 

 
Figure 1: The Summary of Questionnaire Development and Validation 

 
 
 
2. Literature Review 

2.1 Education 5.0@UiTM: Navigating Pillar 1 framework 
Industrial Revolution 4.0 (IR4.0) provides a new catalyst for the change of the current 

education system in Malaysia. It is driven by technological advancements such as artificial 
intelligence, virtual reality, data analytics, and the Internet of Things. Based on key findings outlined 
by [2], [3] present graduates lacked understanding of the IR4.0 concept; they are unprepared for 
future careers because they relied too heavily on their academic programs to train them and 
universities are not adequately preparing students for jobs. Therefore, universities have to regularly 
review the relevancy of their current academic programs especially to prepare students with 
necessary skills for future IR4.0 workforce.  In fact, according to [4],besides knowledge and technical 
skills, universities also have to equip their  students with extra soft skills to enhance their critical 
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thinking, problem- solving, leadership skills, and lifelong learning to fulfill the changing demands of 
the IR4.0 job market. 

Universiti Teknologi MARA (UiTM), the largest public university in Malaysia, is consistently 
ranked as the most famous place to study.  In the past 60 years, the university has grown from an 
institution to a large university that manages academic matters of 27 faculties and 4 academic 
centres comprising 526 programmes at the main campus and 35 state, branch and satellite 
campuses nationwide. Since 2016, the university has actively engaged in enhancing existing 
academic programs, launching data analytics labs and smart classrooms in various faculties and 
state campuses to support the country’s IR4.0 initiative.  

Apart from this, UiTM has recently launched a new brand of academic ecosystem named 
Education 5.0@UiTM intending to humanize higher education learning in response to IR4.0 (Refer 
Figure 2). Education 5.0@UiTM is defined as a learning-centric ecosystem that is sustainable, 
balanced and principled, driven by values and concepts of Adab and Amanah, powered by intellect 
and afforded by new, ubiquitous technologies [5]  

 

 
Figure 2: Framing Education 5.0 @UiTM 

 

 
The Education 5.0 framework at UiTM comprises three key elements: the goal, the pillars, 

and the foundation. The overarching objective is to cultivate forward-thinking learners characterized 
by creativity, innovation, and adaptability, enabling them to become versatile professionals, job 
creators, and leaders in the future. This goal is achieved through the implementation of five pillars: 
curriculum, delivery, learning experience, learning environment, and educators.  

These pillars are guided by a clear sense of purpose, a positive culture, the incorporation of 
relevant emerging technologies, an engaging ecosystem, and principles centered on people. By 
aligning these elements, the framework aims to inspire learning and personalization, ultimately 
nurturing individuals who are well-equipped for the challenges of the future. Thus, to make sure the 
students embarking into a workforce world with preparedness, this framework of Pillar 1: Coherent 
and Relevant Curriculum as illustrated in Figure 3. 
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Figure 3: Pillar 1-Coherent and Relevant Curriculum 

 
Students must be holistically prepared to face the world. Holistic preparation means that 

students should achieve a well-rounded excellence, not just focusing solely on academic curriculum. 
Therefore, an intuitive approach is necessary for designing and developing a coherent and relevant 
curriculum. Each program offered should encompass the overall excellence of students, addressing 
both academic and competency enhancements in every area. Emphasis on these six competencies 
has been incorporated into Education 5.0@UiTM to ensure that student excellence is achieved 
comprehensively. 

 

2.2 The connection between six main competencies in Pillar 1 with academic Achievement 
Efficiency 

Competencies are referring to ability to generally understand and perform anything at a basic 
level. Competence also refers to your ability to comprehend actions or knowledge throughout 
different parts of life. This means competence occurs at various stages of life as you grow older, 
learn new things, meet new people and experience new environments. In education field, student 
competencies are pivotal as they extend beyond mere academic knowledge, encompassing a 
spectrum of skills, attitudes, and behaviors crucial for overall personal and academic triumph.  

The significance of student competencies lies in their capacity to prepare students for 
success across diverse life domains, transcending academic achievements. In the contemporary 
workforce, skills like critical thinking, creativity, communication, collaboration, and adaptability are 
increasingly esteemed. The essence of student competencies in education lies in furnishing a 
framework that embraces a comprehensive and forward-looking approach to learning. By 
concentrating on competencies, education not only equips students for academic success but also 
for a prosperous and gratifying life in the face of rapid societal changes. 

Past research has brought attention to the significance of directing focus towards a range of 
student competencies. These encompass digital competencies as explored by  [6] which are 
essential for navigating the digital landscape. Additionally, the emphasis on 21st-century 
competencies, as investigated by [7] underscores the importance of skills like critical thinking, 
creativity, and collaboration in the modern era. Social competency been explored by [8] highlighted 
the interpersonal skills crucial for effective communication and collaboration. [9] have delved into 
personal competency, shedding light on the importance of individual attributes and self-awareness.  

Furthermore, the research conducted by [10] has contributed insights into adaptive 
competency, emphasizing the ability to navigate and thrive in dynamic and changing environments. 
Collectively, these studies underscore the multidimensional nature of student competencies crucial 
for their comprehensive development. The belief is that with these competencies, students are well-
equipped to succeed comprehensively. 
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In this study, a framework has been developed to examine the interconnection between 
student competencies, academic achievement, and the satisfaction derived from pursuing a 
diploma.. However, the focus of this study is specifically limited to evaluating satisfaction with 
university services as a key element influencing overall student achievement as depicted in Figure 
4. 
 

 

 

Figure 4: Conceptual model for determining Student academic achievement efficiency 

 
 
 

3. Methodology 

3.1 The Development of Student Competency Questionnaire (SCQ) 
In this paper, Student’s Competency Questionnaire been developed consisting of four parts. 

Part A focuses on the demographics of students where seven items been asked. Part B on Academic 
Background involving the history of student achievement during school day on selected four selected 
subjects. Meanwhile for Part C focused on Student Competencies factors as stated in Pillar 1 
education 5.0@uitm.Part D on Student Satisfaction.  Table 1 shows the description of the 
questionnaire for this study.  

The construction of the questionnaire is based on the adaptation from previous studies. 
Whenever possible, items for Part C have been built as 10 Likert scales ranging from Not 
Competence at all to Very competent. This study prefers to use 10 Likert scale compares to 7 Likert 
scale like commonly social study used to provide more granularity by allowing for a finer 
differentiation of response. In fact a study by  [11] revealed that 10 points of Likert scale is more 
efficient than 5 points of Likert scale in operating of measurement model.  
 

3.2 Testing SCQ through Pilot Study 
A pilot study provides an excellent opportunity to uncover such problems ahead of time, 

minimizing the need to adapt procedures or to develop contingency plans on short notice when the 
larger study is being conducted. Thus, this study was conducted to assess the feasibility and 
effectiveness of the research design and data collection methods planned in this study. This small-
scale investigation aimed to identify potential challenges, refine the research instruments, and ensure 
the smooth implementation of the larger study. The pilot study employed a quantitative approach, 
utilizing a cross-sectional design. The key variables under investigation included five competencies 
factor and one satisfaction. Before the process of collection data started, an application to conduct 
the study will be made to Research Ethic Committee, Program Coordinator and Student Affair officer 
in order inform and get permission regarding this study. Participants were selected using a 
convenience sampling method, with inclusion criteria (final year diploma students). A total of 59 final 
year diploma students were recruited for the pilot study considering with 95% confidence and 5% 
probability the practical constraints of time and resources. 
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Table 1: The description of Student’s Competency Questionnaire 

Component Reference 

Part A:Demographic Profile 

Gender 
Semester 
Hometown 
Family Income 
Education Aids 
Mother’s Level of Education 
Father’s Level of Education 

- 

Part  B:Academic Background 

SPM Result: 
Mathematic 
Additional Mathematic 
Science 
English 
Student Grade(CGPA) 
Student Grade (GPA) 

- 
- 
- 
- 
- 
- 
- 

Part C:Competency Factors 

Personal Competencies Adapted from  [12] 

Adaptive Competencies Adapted from [13]  

Digital Competencies Adapted from [14] 

21st Century Competencies Adapted from [7] 

Social Competencies Adapted from  [15] 

Part D: Other Factors  

Student Satisfaction Adapted from [16], [17] 

3.3 The Validation Process of Student Competency Questionnaire (SCQ) 
According to [18] content validity is the degree to which a measurement reveals the specific 

intended domain of content. Content validity, also identified as logical or rational validity, is the 
assessment of how much the item measure or represents the construct of the research. Earlier, [19] 
states that content validity are the determination of the content representativeness or content 
relevance of the elements or items of an instrument by the application of two-stage process: the 
development and judgment. The CVI is derived from the content relevance of the items based on the 
four-point scale rating given by the experts. The actual CVI is the proportion of items that obtained a 
rating of 3 or 4 by the experts divide with the total items in the construct [20].Established on [21] 
suggestion, the content validity index (CVI) must be at least 0.70 to show higher content validity. 

To obtain expert reviews have become a widespread practice in questionnaire development 
[22] .Researchers have often requested subject matter experts, methodology experts, and language 
experts to appraise the draft questionnaires and provide a critique on the items as a technique of 
recognizing questionnaire problems, potential measurement errors or a breakdown in the question 
answering process. To determine the number of expert reviewers for content validity of the 
questionnaire, These suggest that the number of expert reviewers for content validity should between 
five to 20 [23], [24].However, [19] argues that a minimum of three experts should be employed but 
not to exceed ten experts.  

Thus, this study decided to appoint three expert reviews (PT, DN and DF) where each of 
these experts is an academician and PhD holder that have expertise in their field. Expert 1 namely 
as PT expertise in Educational Technology, Expert 2 namely as DN expertise in Statistical Modeling 
while Expert 3 namely as DF expertise in on Decision Making area. Content validity was attended to 
ensure that the items in the questionnaire had been adopted and customized adequately. The review 
of the items is carried out by five experts; three experts in the content of the subject, one expert in 
the field of methodology, and one language expert. The experts were requested to value each item 
on the relevance of the construct according to Table 2 below: 
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Table 2: The ranking of each constructs/items in SCQ 
 

Statement Score 

Not Relevant (Requires Major amendment )-NA 1 

Somewhat relevant (Requires minor amendment-BE 2 

Relevant (No amendment but need minor revision)-IA 3 

Highly relevant ( No amendment )- EE 4 

The content validity approach can be conducted through the face to face approach or non-
face to face approach. This study decided to use non face to face approach (online) for Expert 1 due 
to long distance reason while Expert 2 and Expert 3 were conducted through face to face approach. 
After the discussions with all the content experts, the researcher builds a summary of all responses 
and comments. From there, the researcher calculates the ‘content validity index (CVI)’, the most 
widely used quantification of content validity. 
 
3.4 Items Internal Consistency  

Internal consistency is a critical measure for assessing whether scale items effectively 
capture the intended construct. Commonly used indices for this purpose include Cronbach's alpha, 
corrected item-total correlation, and average inter-item correlation [25]–[27] .Cronbach's alpha is 
widely utilized to gauge the extent to which items in a multi-item scale measure the same underlying 
concept, while corrected item-total correlation assesses an item's consistency with the overall test 
score. Researchers in [28] suggested reliability thresholds, as presented in Table 3.  
 

Table 3. Interpretation of Cronbach alpha-score 
 

Cronbach alpha score Interpretation 

<0.5 Items need to be dropped 
<0.6 Items need to be dropped 

0.6-0.7 Acceptable 
0.7-0.8 Good and acceptable 
0.8-1.0 Very good and effective level of consistency 

 

Inter-item correlations reveal how items within a scale are interrelated, aiding in identifying 
item redundancy and relatedness. Researchers in [25], [29] recommended that both the average 
inter-item correlation and the average inter-item correlation for each item should fall within the range 
of 0.15–0.50, with a corrected item-total correlation ideally exceeding 0.30 [30] Items failing to meet 
these criteria were excluded from the scale. 
 

 

 

4. Results and Discussion 
 
4.1 Content Validity 

The CVI for all the constructs of this study ranged from 0.96 to 1 (Table 4) found to be above 
the threshold of 0.70 to demonstrate that the items in each of the constructs are approximately 
‘content valid’. 

 
 
 
 
 
 
 
 
 

 
Table 4: The Result of Content Validity 
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SCQ content meaningful 
items 

Expert 1 Expert 2 Expert 3 

Items rated ‘not relevant’ 
and  ‘somewhat relevant’ 

2 0 0 

Items rated ‘relevant’ and 
‘highly relevant’ 

47 49 49 

Total Initial Items 49 49 49 

Content Validity Index 0.96 1 1 

 
4.2 Reliability (Internal Consistency) 

The results in Tables 5 display the corrected item-total correlations and Cronbach's alpha 
coefficients for all items across six main constructs: Personal Competency, Adaptive Competency, 
Digital Competency, 21st Century Competency, Social Competency, and Student Satisfaction. The 
Cronbach's alpha values indicate a very good level of internal consistency, all exceeding 0.90. 
Additionally, Pearson Product Moment of correlation was employed to assess the corrected item-
total correlations within each construct. The result revealed that for the Personal Competency 
domain, all item-total correlations were above 0.591 (range: 0.591 to 0.800), for Adaptive 
Competency, above 0.540 (range: 0.540 to 0.829 for Digital Competency, above 0.629 (range: 0.629 
to 0.835), for 21st Century Competency, above 0.717 (range: 0.717 to 0.834), for Social 
Competency, above 0.723 (range: 0.723 to 0.884), and for Satisfaction, above 0.884. These results 
indicate that each item within a scale correlates well with the other items in the scale, contributing to 
the overall score. Overall, all items within each construct are highly related to one another within their 
respective domains, with correlations exceeding 0.30.   
 

Table 5: Internal Consistency of Personal Competency domain items (N=58) 

Domain Code 
Item Corrected item-total 

correlation 
Cronbach’s 

Alpha 

Personal 

P1 Self-Control 0.591 

0.911 

P2 Trustworthiness 0.735 

P3 Conscientiousness 0.746 

P4 Adaptability 0.692 

P5 Innovativeness 0.633 

P6 Achievement drive 0.669 

P7 Commitment 0.701 

P8 Initiative 0.800 

P9 Optimism 0.722 

Adaptive 

A1 Recognizing skills  0.740 

0.924 

A2 Respecting  0.540 

A3 
Capable of making one's own 
decision  

0.808 

A4 Assuming responsibility 0.744 

A5 Exercising leadership  0.792 

A6 Showing interest in the topic  0.783 

A7 
Showing the interest in 
learning process  

0.829 

A8 Having a flexible attitude  0.729 

Digital 

D1 Information Literacy 0.776 

0.910 

D2 Computer Literacy 0.795 

D3 Media Literacy 0.835 

D4 Communication Literacy 0.776 

D5 Visual Literacy 0.629 

D6 Technological Literacy 0.683 

21st Century 
Competency 

21ST 1 Critical Thinking 0.720 

0.914 
21ST 2 Collaboration 0.752 

21ST 3 Communication 0.803 

21ST 4 Creativity 0.770 

Social 
S1 Empathy 0.770 

0.924 
S2 Leveraging diversity 0.717 
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S3 Political Awareness 0.797 

S4 Communication 0.811 

S5 Conflict management 0.775 

S6 Team Capabilities 0.834 

Satisfaction 

SAT1 the University 0.853 

0.971 

SAT2 
the Administrative and 
Student Services 

0.884 

SAT3 the Cafeteria 0.781 

SAT4 the Facility Condition provided 0.831 

SAT5 the Library 0.723 

SAT6 the Class  Placements 0.823 

SAT7 the Lecturers 0.828 

SAT8 the University Buildings 0.853 

SAT9 
the Relevance of Teaching to 
Practice 

0.834 

SAT10 the Support from Lecturers 0.824 

SAT11 
the Presentation of 
Information 

0.779 

SAT12 
the Atmosphere among 
Students 

0.844 

SAT13 the Courses 0.835 

SAT14 
the Reputation of the 
University 

0.873 

SAT15 
the Additional Courses 
Offered 

0.842 

SAT16 
the University Life Outside the 
Courses 

0.752 

 
 
 
5. Conclusion 

The present study aimed to validate the competency properties based on the Pillar 1 
education 5.0 @ UiTM frameworks, which comprises five main competency domains and student 
satisfaction for final year diploma students at UiTM. The selected scales for Personal, Adaptive, 
Digital, 21st Century, and Social competencies were deemed content valid (greater than 0.70) 
through expert review. Cronbach's alpha values for all domains exceeded 0.90, confirming the 
adequacy of internal consistencies. Consequently, these findings support the conclusion that the 
competencies outlined in the Pillar 1 education 5.0 @ UiTM framework are well-represented and 
reliably measured among final year diploma students at UiTM. 

The validation of competencies among final year diploma students at UiTM has significant 
implications. The confirmed content validity and high internal consistency of the competency domains 
indicate that the Pillar 1 education 5.0 @ UiTM framework effectively captures essential skills for 
students' academic and professional development, enhancing their employability. The focus on 
Personal, Adaptive, Digital, 21st Century, and Social competencies, along with student satisfaction, 
ensures students are equipped with diverse skills needed to thrive in dynamic environments. These 
findings suggest that UiTM is preparing students holistically, fostering their success in both future 
careers and personal lives. 
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 Learners often struggle with the complex and interconnected 
terminology in database environments and data modeling, leading to 
difficulties in understanding and applying key concepts effectively. In 
addition, a preliminary study has revealed that inadequate classroom 
facilities, varying learning styles, and the use of external resources 
that are not tailored to the syllabus have negatively impacted the 
understanding of theory-based topics. This study aims to achieve 
several objectives: identifying requirements of an e-learning 
application for Introduction to Database, design and develop the e-
learning application and evaluating the e-learning application’s 
functionality and usability. This research has been initiated by 
preliminary analysis on the application requirements based on 
literature review and surveys. The design phase followed, producing 
essential diagrams which are navigation maps and storyboards. The 
development was utilizing Adobe Animate, Adobe Premiere Pro, 
Adobe Audition and Adobe Photoshop for producing the application 
for learning database. Lastly, the functionality and usability of the 
application was verified through testing. Usability testing involved 
expert evaluation with input from three experts. The results acquired 
give a positive indicator for further implementation. Further evaluation 
with 30 respondents from the target users has produced results 
indicated high satisfaction with the application’s overall usability, 
particularly in visual design and self-assessment and learnability 
constructs, which achieved the highest mean scores of 4.80 with 
standard deviations of 0.41 and 0.48, respectively. In conclusion, E-
DBLEARN offers university students studying database courses an 
interactive, multimedia-rich platform expected to boost engagement, 
understanding, and self-directed learning, while equipping lecturers 
with an effective tool to teach theoretical concepts in the database 
courses. Gagne’s Instructional Design Model was incorporated to 
ensure that learning is effective, efficient, and structured by guiding 
the instructional process through a systematic approach. 
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1. Introduction 

E-learning, often referred to as online or web-based learning, leverages telecommunication 
technologies to deliver educational content and training to students through applications or web 
browsers. This method of learning is reshaping education by offering flexible, accessible, and 
personalized experiences, making it easier for learners to access information and engage with 
course material anytime, anywhere [1],[2]. Nowadays, e-learning is increasingly becoming the 
standard for modern education. Unlike traditional teaching approaches, e-learning allows learners to 
participate in a structured learning environment from anywhere in the world, enabling the transfer of 
skills and knowledge to many recipients simultaneously or at different times, leading to greater 
multidirectional communication [3]. In addition to its accessibility and flexibility, e-learning's 
effectiveness is further amplified by the integration of multimedia, which enriches the learning 
environment and supports diverse learning styles. 

Multimedia plays a crucial role in e-learning by enhancing the learning experience through 
the integration of various forms of media such as text, audio, video, graphics, and interactive 
elements, which together create a more engaging, interactive, and effective educational 
environment. This combination not only caters to different learning styles but also aids in better 
retention and understanding of complex concepts, making e-learning a dynamic and versatile 
approach to education [2],[3]. Multimedia improves e-learning by supporting various learning styles, 
and its value is especially clear in subjects like database environments, where complex terms can 
be hard for students to grasp. 

Learners often struggle with the complex and interconnected terminology in database 
environments and data modeling, leading to difficulties in understanding and applying key concepts 
effectively. A preliminary study was conducted in Universiti Teknologi Mara (Terengganu Branch) 
focusing on database courses. Numerous database courses, both introductory and advanced, are 
offered to students across various programs. In the course, students encounter a diverse range of 
topics that are theoretical, conceptual, and practical, encompassing areas such as data modeling, 
normalization theories, and hands-on SQL programming [4],[5]. The study has revealed that 
inadequate classroom facilities, varying learning styles, and the use of external resources that are 
not tailored to the syllabus have negatively impacted the understanding of theory-based topics.  

To address these challenges, it is essential to develop and implement targeted strategies 
that enhance both the teaching and learning of complex database concepts, ensuring that students 
are better equipped to grasp and apply the material effectively. Therefore, incorporating interactive 
multimedia content as additional learning material can be an effective tool to assist students in 
mastering these topics [2],[3]. The objectives of the study are to identify the requirements of an e-
learning application for Introduction to Database course, design and develop the e-learning 
application and evaluate the e-learning application’s functionality and usability. Interactive tools can 
make learning more engaging and help students see how terms are applied in real scenarios, thereby 

making the terminology less intimidating and improving overall comprehension [2],[6]. 
 
 

2. Literature Review 
 
2.1 E-Learning Application using Multimedia Technology 

E-learning applications have transformed education by providing flexible, accessible learning 
experiences through digital platforms. These applications offer a range of features such as interactive 
content, multimedia resources, and assessment tools that cater to diverse learning styles and needs 
[7]. They support asynchronous learning, allowing students to access materials at their convenience 
and from various locations, which promotes inclusivity and accommodates different schedules [8]. 
E-learning also facilitates personalized learning paths through adaptive technologies and data 
analytics, enhancing the effectiveness of education by tailoring instruction to individual progress and 
preferences [9]. However, challenges such as the digital divide and varying levels of learner 
engagement must be addressed to maximize their potential [10]. 

The integration of multimedia technology within e-learning applications significantly 
enhances their effectiveness. Multimedia elements, such as videos, animations, and interactive 
graphics, make learning more engaging by providing visual and auditory stimuli that complement 
textual information [11]. This multimodal approach caters to different sensory preferences, making 
complex concepts easier to understand and remember [2]. Moreover, multimedia technology enables 
the creation of rich, interactive learning environments where students can explore simulations, 
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participate in virtual labs, and experience scenarios that would be difficult to replicate in traditional 
classrooms [12]. The synergy between e-learning applications and multimedia technology, therefore, 
not only enriches the learning experience but also helps bridge the gap between theory and practice 
[13]. 

 
2.2 Database Course 
 Database courses are offered in various programs at multiple levels in the University. A 
database course is crucial because it equips students with essential skills for managing and 
structuring data, which is foundational to virtually all areas of computer science. As data-driven 
decision-making becomes increasingly prevalent across industries, understanding how to efficiently 
store, retrieve, and manipulate data is vital. The course provides knowledge in key areas such as 
data modeling, SQL, and database management systems (DBMS), which are critical for designing 
and maintaining robust and scalable data systems. These skills are not only fundamental for software 
development but also for emerging fields like data science, artificial intelligence, and cloud 
computing. Given the centrality of data in today's digital economy, a database course is 
indispensable for preparing students to tackle complex data challenges and contribute meaningfully 
to the development of advanced technological solutions. 
 
2.2.1 Database Environment and Data Model 

The database environment topic covers the infrastructure, tools, and methodologies used to 
store, manage, and retrieve data. It includes the database management system (DBMS), which 
serves as the core software for handling data operations, as well as the hardware, software, users, 
and procedures that ensure data integrity, security, and availability. The environment supports 
various tasks such as data definition, manipulation, and control, which are crucial for managing large 
datasets efficiently in modern applications [14]. 

Data models, on the other hand, describe the logical structure of a database, defining how 
data is organized, stored, and interrelated. They serve as blueprints for creating databases and play 
a vital role in ensuring data consistency and integrity. There are various types of data models, 
including relational, hierarchical, network, and object-oriented models, each tailored to specific needs 
and use cases [15]. The relational data model, proposed by E.F. Codd, remains the most prevalent, 
representing data in tables (relations) that can be queried using SQL. Modern advancements have 
led to the development of more complex models, such as NoSQL and graph databases, to address 
the needs of big data and real-time applications [16]. 

 
2.3 Gagne Instructional Design Model 

The Gagne Instructional Design Model is a systematic approach to instructional design that 
aims to improve learning outcomes through a structured sequence of events. The model is based on 
nine instructional events that are designed to guide learners through the process of acquiring new 
knowledge and skills effectively. The Gagne model contributes to enhancing learning by ensuring 
that instructional activities are designed to address each critical step in the learning process. It 
provides a clear framework that helps educators create effective learning experiences that engage 
learners, support their understanding, and reinforce their skills. The model's structured approach also 
facilitates the design of assessments and feedback mechanisms that are integral to successful 
learning outcomes [17]. Table 1 summarizes nine instructional events from Gagne’s model. 

  
Table 1. Nine Events in Gagne’s Instructional Design Model [17] 

 
Gaining Attention Informing Learners of 

Objectives 
Stimulating Recall of Prior 
Learning 

Capturing learners' interest to 
prepare them for learning. 

Clearly stating what learners will 
be able to do after the instruction. 

Activating previous knowledge 
related to the new content. 

Presenting the Content Providing Learning Guidance Eliciting Performance 

Delivering new information in a 
structured and organized 
manner. 

Offering hints, examples, and 
support to help learners 
understand the content. 

Allowing learners to practice 
and apply what they have 
learned. 

Providing Feedback Assessing Performance Enhancing Retention and 
Transfer 

Offering corrective feedback to 
reinforce correct performance 
and address errors. 

Evaluating learners' ability to 
perform the learned skills or 
knowledge. 

Using strategies to help learners 
retain and apply knowledge in 
different contexts. 
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3. Methodology 

The development of the E-DBLEARN application was guided by the ADDIE model, a widely 
recognized instructional design framework that encompasses five phases: Analysis, Design, 
Development, Implementation, and Evaluation. Each phase played a crucial role in ensuring the 
systematic creation of an effective e-learning tool tailored to the needs of students and educators in 
introductory database courses. Table 2 provides a comprehensive overview of the methodology 
employed for the E-DBLEARN project, detailing the critical steps taken at each phase to ensure the 
successful development and deployment of the application. 
 

Table 2. E-DBLEARN Project Methodology 
 

Phases Activities Outcomes 

Analysis • Distribute questionnaires to 
target users 

• Identify problem 

• Consult with Subject Matter 
Expert (SME) 

• Conduct literature review 

• User problems  

• Requirements and content 
of the e-learning 
application  

Design • Design navigation map 

• Design storyboard for e-learning 
content 

• Design test plan 

• Design usability question form 
for expert 

• Navigation map 

• Storyboard 

• Test plan  

• Expert evaluation form  

Development • Develop e-learning application 
based on designed storyboard 

• Completed e-learning 
application for Introduction 

to Database (E-DBLEARN) 

Implementation • Test the developed e-learning 
application functionality 

• Published e-learning 
application. 

• The results of E-
DBLEARN’s functionality 

Evaluation • Evaluate the developed e-
learning application usability 

• Conduct expert evaluation 
 

• The results of E-
DBLEARN’s usability 

 
The first phase, Analysis, focuses on identifying and understanding the needs of the target 

users, which includes university students and lecturers engaged in database courses. During this 
phase, questionnaires were distributed, and research was conducted to identify problems in current 
course delivery for the introduction topics consisting of complex terminologies. Subject Matter 
Experts (SMEs) were consulted to ensure alignment with educational standards, and an online 
Google Form questionnaire was used to gather target users’ feedback. This phase resulted in 
identifying key user problems and finalizing the content and functional requirements for the E-
DBLEARN application. 

In the Design phase, insights from the analysis were translated into a detailed plan for the 
application’s structure and content. A navigation map was created to outline the user interface's 
layout, ensuring an intuitive experience that facilitates learning. Additionally, a storyboard was 
developed to visually represent the instructional design, integrating multimedia elements and 
interactive features for enhanced engagement. The deliverables, including a comprehensive 
navigation map and storyboard, served as blueprints guiding the application's development. Figure 
1 shows the storyboard sample for E-DBLEARN. 
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Figure 1. Storyboard Sample 

 
The Development phase focuses on constructing the E-DBLEARN application by bringing 

the design concepts to life, emphasizing the integration of interactive multimedia elements to 
enhance the learning experience and adapting with Gagne’s Nine Event of Instruction Model. Adobe 
tools were used to develop graphical, animated, video, and audio components, with continuous 
testing and refinement ensuring a fully functional and engaging e-learning application ready for 
deployment. Figure 2 illustrates snapshots of the application interface that are developed based on 
the model selected. 

 
Gaining student attention

 

Elicit performance 

 
Inform students of the objectives 

 

Provide feedback 
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Present the content

 

Provide feedback 

 

Provide learning guidance

 

Assess performance 

 

Figure 2. Interface snapshots of E-DBLEARN based on Gagne’s Model 
 

In the Implementation phase, the E-DBLEARN application underwent testing according to a 
comprehensive test plan to ensure its functionality and resolution of technical issues. After successful 
testing, the application was published as a .exe file and deployed to the target audience, marking its 
transition from development to ready to use application for further evaluation. 

The Evaluation phase assessed the E-DBLEARN application’s effectiveness and usability 
through expert evaluations, with findings informing future updates to maintain its educational value, 
and the results are presented in Section 4. 
 

 

4. Results and Discussion 
Functionality testing was conducted by both developers and testers. This test included 

various components of the application: the Start Page, Main Menu Page, Database Concept and 
Data Model Topics Main Menu Page, Video Section, Notes Section, Quiz Section, Games Section, 
Test Page, Exit Page, and all associated features. The results of this testing validated that all 
functionalities in E-DBLEARN were successful and operating as intended.  

The expert evaluation of the E-Learning Application for Introduction to Database (E-
DBLEARN) utilized a set of questionnaires based on eight criteria of usability evaluation as previously 
studied by [18]. These criteria were integrated with seven selected characteristics from Gagne’s Nine 
Events of Instruction. The evaluation employed a Likert scale to measure usability, allowing for a 
nuanced assessment of each criterion, with options spanning from 5 (Strongly Agree) to 1 (Strongly 
Disagree), to gauge the experts' opinions and perceptions on the e-learning application’s usability. 
The evaluators for the E-DBLEARN expert evaluation are three senior lecturers with over five years 
of experience in their respective Information Technology (IT) fields: database subjects, multimedia, 
and human-computer interaction. 

According to the evaluation results, presented in Figure 3 to 10, all three experts rated every 
criterion with a score of 5 (Outstanding). This consistently high rating reflects that E-DBLEARN has 
been verified in the usability aspects of the application, affirming its effectiveness in delivering an 
optimal user experience. For the first usability criteria is content. The evaluation of the content aimed 
to assess the quality and relevance of the educational material in E-DBLEARN, ensuring it supports 
learning objectives and meets the target audience’s needs. Experts’ feedback verified that the 
content is well-organized, accurate, and effectively aligns with the educational goals. 
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Figure 3. Result Expert Evaluation for Content 

 
The second section is learning and support. This evaluation focuses on the effectiveness of 

the application’s learning support features, including guidance, help resources, and feedback 
mechanisms. The experts found E-DBLEARN to excel in this area, highlighting its clear guidance 
and helpful resources that significantly enhance the user’s learning experience. 

 

 
Figure 4. Result Expert Evaluation for Learning and Support 

 

The third section is visual design. The purpose of assessing visual design was to evaluate 
the application’s layout, design consistency, and overall aesthetic appeal to ensure a positive user 
experience. The experts gave high ratings for visual design, praising E-DBLEARN for its clear, 
consistent, and engaging visual elements. 

 

 
Figure 5. Result Expert Evaluation for Visual Design 

 
The fourth section is navigation, which aimed to determine how easily users can move 

through the application and access its features. Experts rated this section as excellent, noting that 
E-DBLEARN provides an intuitive and user-friendly navigation system, allowing for efficient access 
to various sections. 
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Figure 6. Result Expert Evaluation for Navigation 

 
The fifth section is accessibility. It focuses on how well the application supports users with 

varying abilities, including those with disabilities. The experts rated E-DBLEARN highly for 
accessibility, indicating that it incorporates effective features for a broad range of users, including 
compatibility with assistive technologies. 
 

 
Figure 7. Result Expert Evaluation for Accessibility 

 
Next section is interactivity assessment sought to review the effectiveness of engaging 

features such as quizzes and simulations in the application. Experts found E-DBLEARN’s interactive 
elements outstanding, noting that they effectively engage users and reinforce learning. 
 

 
Figure 8. Result Expert Evaluation for Interactivity 

 
For self-assessment and learnability, this evaluation aimed to assess the application’s 

support for self-assessment and ease of learning, including tools for tracking progress and mastering 
the system. Experts rated this section highly, noting that E-DBLEARN provides effective self-
assessment tools and is easy for users to learn. 
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Figure 9. Result Expert Evaluation for Self-Assessment and Learnability 

 
Lastly, the motivation to learn evaluation focuses on how well the application engages users 

and fosters interest in learning. Experts gave excellent ratings, highlighting that E-DBLEARN 
effectively motivates users through its design and content, encouraging continued use and learning. 

 

 
Figure 10. Result Expert Evaluation for Motivation to Learn 

 
In conclusion, the functionality and usability testing of the E-DBLEARN demonstrated its 

effectiveness in delivering a high-quality learning experience. The comprehensive testing process, 
conducted by both developers and testers, ensured that all features operated as intended. 
Additionally, the expert evaluation, based on usability criteria and Gagne’s instructional principles, 
confirmed that E-DBLEARN excels in critical areas such as content quality, learning support, visual 
design, navigation, accessibility, interactivity, self-assessment, and user motivation. With 
consistently high ratings from experienced lecturers, E-DBLEARN has been validated as an effective 
tool for facilitating database education, providing an engaging and accessible learning environment. 

 
 
5. Conclusion 

The E-DBLEARN e-learning application is developed as an assisting tool for teaching and 
learning of Database Environment and Data Model topic in any database courses. The problem that 
triggers development stems from the challenges faced by the learners in understanding the complex 
and interconnected terminology in database environments and data modeling, thus leading to 
difficulties in applying key concepts effectively. In addition, a preliminary study has revealed that 
inadequate classroom facilities, varying learning styles, and the use of external resources that are 
not tailored to the syllabus have negatively impacted the understanding of theory-based topics. The 
significance of the E-DBLEARN is that it provides interactive multimedia content based on the Gagne 
Instructional Design Model for the database course, which can be an effective additional learning 
material for students. This can contribute to the enhancement of both teaching and learning by 
helping students better understand and apply complex database concepts. Evaluation results from 
the expert feedback highlighted areas for potential improvements, including the addition of 
animations, enhanced user guidance and minor layout adjustments. The experts’ suggestions offer 
valuable insights for further refinement, aiming to boost user engagement and interface intuitiveness. 
In summary, the expert evaluation confirms that E-DBLEARN meets its designated functions. 
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 Achieving accurate mathematical representations of an object's 
geometry for computer-aided design and manufacturing is a complex 
challenge. Designing such objects requires a method that offers the 
necessary flexibility and smoothness in curves, which traditional 
approaches often lack.. The primary aim of this study is to explore and 
implement cubic trigonometric Hermite interpolation as a method for 
constructing two-dimensional objects. Additionally, this study seeks to 
examine  the properties of this interpolation method and determine the 
best value of the shape parameter that produces the smoothest 
curves. Cubic trigonometric Hermite interpolation is used for 
constructing two-dimensional objects, with the process carried out 
using Mathematica. Different values of the shape parameter are 
employed to achieve the desired curve characteristics in the geometric 
models.  The correct images of the two-dimensional objects are also 
located, and the suitable shape parameters can be obtained after 
studying the behavior of the curve using free parameters. Two 
dimensional objects can be formed using cubic trigonometric Hermite 
interpolation without making any easy blunders or errors. This project 
has significant potential to enhance geometric modeling by 
determining the optimal shape parameters that improve the precision 
and efficiency of creating two-dimensional geometric models. The 
results can greatly benefit technical drawing, computer-aided design, 
and manufacturing by providing a more flexible and accurate method 
for representing the geometry of objects. 
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1. Introduction 

Curved objects are designed, computed, and digitally represented in Computer-Aided Geometric 
Design (CAGD) [1]. Thus, it's unsurprising that CAGD has historically been closely linked to 
traditional mathematical fields. These include approximation theory (emphasizing polynomial and 
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piecewise polynomial functions), differential geometry (focusing on parametric surfaces), algebraic 
geometry (concerning algebraic surfaces), functional analysis and differential equations (for surface 
design through minimization of functionals), and numerical analysis. Vlachkova in 2020, identifies 
the interpolation of scattered data as a critical issue in both approximation theory and CAGD, noting 
its application across various industries such as architecture, computer graphics, and the design of 
ships and airplanes [2].  

Numerous multivariate interpolation algorithms have been introduced. A vital element in 
modeling interpolation curves is the cubic Hermite interpolation curve, which, however, suffers from 
three major drawbacks: poor continuity, difficult shape adjustment, and an inadequate capability to 
accurately represent several common engineering curves [3]. To overcome these limitations, the 
cubic trigonometric Hermite interpolation curve has been developed. This curve accurately 
represents the elliptical arc, circular arc, quadratic parabolic arc, cubic parabolic arc, and astroid arc 
that frequently occur in engineering designs. It also achieves C2 continuity and offers both local and 
global adjustability [4]. 

Therefore, the primary goal of this project is to explore the construction of two-dimensional 
objects using cubic trigonometric Hermite interpolation. Curves are generated using the same control 
point across different methods. The resulting curves are then examined, and their behaviors are 
analyzed. Furthermore, this project introduces the concept of variable parameters that can control 
the characteristics of the cubic trigonometric Hermite interpolation, including adjustments in the 
coordinates and the tangents. 

 
 
2. Literature Review 

Cubic Hermite parametric curves and surfaces have been widely applied in Computer Aided 
Graphic Design (CAGD). Several authors have explored the Hermite trigonometric interpolation 
problem. Han in 2015, presented explicit piecewise trigonometric Hermite interpolation methods 
based on the symmetric, nonnegative, and normalized basis of trigonometric polynomials. These 
trigonometric Hermite interpolants are local and easy to compute [5],[6]. 
The bivariate rational Hermite interpolation method was developed in 2008 to create a space surface 
using the function values and the function's first-order partial derivatives as the interpolation data. 
Additionally, an explicit and simple mathematical expression for the interpolation function with a 
parameter was provided [7]. 

A new class of cubic trigonometric Hermite parametric curves and surfaces with shape 
parameters was introduced in 2012, similar to regular cubic Hermite parametric curves and surfaces. 
These new surfaces and curves inherit the properties of standard cubic Hermite surfaces and curves 
in polynomial space while also offering additional beneficial modeling qualities [8]. 
Furthermore, Li and Liu [4] proposed optimization solutions based on internal energy minimization 
for the cubic trigonometric Hermite interpolation curve, aiming to optimize the shapes of planar and 
spatial curves. Several modeling examples demonstrated the success of these methods, showing 
that cubic trigonometric Hermite interpolation curves are more practical than cubic Hermite 
interpolation curves [4]. 

Veldin et al. [9] presented a discrete nonlinear Kirchhoff-Love four-node shell finite element 
based on the bi-linear Coons surface patch. This patch crosses the region between the edge curves 
of cubic Hermites and their edge curves, producing cubic Hermite edge curves by decreasing the 
bending curvature of a spatial curve that connects two neighboring nodes of the element [9].  In 2023, 
Žagar examined the problem of interpolating two locations, two tangent directions, curvatures, and 
the arc length sampled from a circular arc (circular arc data). Planar Pythagorean-hodograph (PH) 
curves with a pitch of seven degrees were preferred due to their ample free parameters and ease of 
interpolating the arc length [10]. 

Rabbath and Corriveau [11] compared the potential curve fitting techniques of Piecewise 
Cubic Hermite Interpolating Polynomial (PCHIP), cubic splines, and piecewise linear functions. They 
introduced the procedures required to generate such piecewise polynomial functions using 
accessible tools to approximate the aerodynamics of a generic small arms projectile. Their 
contribution included evaluating the projectile aerodynamics approximation using PCHIP and offering 
an initial assessment of how the polynomial functions affect flight trajectory forecasts derived from 
6-degree-of-freedom simulations of a standard projectile [11]. 

Han and Yang [12] presented a two-step modeling method for developing a smoothing curve 
or surface representation model for interpolating interval data. The first step involves developing a 
cubic Hermite spline model to create a smoothing piecewise parametric curve of continuity that 
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reveals the implicit relationship between variables. In the second stage, sample points are selected 
from the best parametric spline curve from the first step as interpolation points to build explicit 
expressions and demonstrate the direct relationship between variables [12]. 

Albrecht et al. [13] addressed the G2 and C1 Hermite interpolation problem using planar 
quintic Pythagorean Hodograph B-spline curves with a single free internal knot serving as a shape 
parameter. This involves interpolating prescribed boundary locations, first derivatives, and curvatures 
at these points. They provided prerequisites for the data that guarantee solutions and demonstrated 
how the internal knot affects the values of the absolute rotation index or bending energy, as well as 
the shape of the resulting interpolant [13],[14]. 

The Hermite interpolation problem is solved by Arnal et al. [15] by passing the unique 
rationally parameterized curve of constant width through certain user-controlled points and tangents, 
provided an allowable denominator and a width value. The outcome provides an easy explanation 
for such a parameterization and is constructive. Thus, by selecting a set of points with their related 
tangents, these curves can be designed in a dynamic and participatory manner. 
 

 
3. Methodology 
 
3.1 Cubic Trigonometric Hermite Interpolation curve 

The Cubic Trigonometric Hermite is used to form the two dimensional objects. All the 
calculations are calculated using Mathematica software. Relying on the research made by Li and Liu 
in 2022, the cubic trigonometric Hermite interpolation curve is afterwards obtained naturally. The 
equation (1) shows the basis function of cubic trigonometric Hermite interpolation curve [4].  Figure 
1 shows the basis function for cubic trigonometric interpolation. 
 

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( ) ( ) ( )( )3
1i

3
1i

2
1i1i1,i

3
i

3
i

2
ii0,i

3
1i

3
1i

2
1i1i1,i

3
i

3
i

2
ii0,i

C613S83S29C3532
3

1
tG

CS21S23StG

C12SS1312tF

CS12S131tF

++++

++++

−+−+−+−−=

+−+−++−=

−++−+−=

+−+−+−=

                    (1) 

 

where ( )tsinS = , ( )tcosC = , 






 


2
,0t , i , 1i+ , i , and 1i+  are shape parameters. 

 

 
Figure 1. The basis function graph for cubic trigonometric Hermite interpolation 

 
As shown in Figure 1, red curve is formed using ( )tF 0,i , blue curve is formed using ( )tF 1,i . 

( )tG 0,i  is used to form green curve while ( )tG 1,i  is used to formed purple curve. Then, all the basis 

functions are used to form  the cubic trigonometric Hermite interpolation curve, also known as the 
CTHI curve.  
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3.2 Curve behavior of Cubic Trigonometric Hermite Interpolation  
 

The cubic trigonometric Hermite interpolation curve is defined by equation (2) given a set of 

points jp and the corresponding tangent vectors jm ; 

 
( ) ( ) ( ) ( ) 1i1,ii0,i1i1,ii0,ii mtGmtGptFptFTH ++ +++=                                           (2) 

 

 where 1n,.....,1,0i −= ,  1t0  , 

In this paper, point, )0,0(p0 = and )0,1(p1 = , while the tangent vector )1,0(m0 = and 

)1,0(m1 = are used to form the curve. Position of the point jp  and the tangent vector jm  are 

maintained while the four shape parameters i , 1i+ , i , and 1i+  are changing in order to change 

the shape of curve.  
Figure 2 shows the difference shape of curves obtained if difference values of shape 

parameters are used. The cubic trigonometric Hermite interpolation curve can be modified by 
changing the shape parameter value. Curve (a) and curve (b) used the same value of control point 

which are ( )0,02P0P ==  and ( )0,13P1P −==  while the tangent points also are same for all the 

curves at ( )0,12T0T ==  and ( )0,13T1T −== . Shape parameter that used to form curve (a) is  

5.0,1,5,5.0 1ii1ii ===−= ++  and curve (b) is 1,5,0,5.0 1ii1ii −=−=== ++ , while shape 

parameter for curve (c) is 5.0,0,1,5.0 1ii1ii −==== ++  and the shape parameter for curve (d) 

is 5.0,0,5.0,1 1ii1ii ==−=−= ++ . 

 
 

  
(a) (b) 

  
(c) (d) 

Figure 2. Variety shape of curve obtained by using difference value of shape parameter 
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4. Results and Discussion 
 
4.1 Application of Cubic Trigonometric Hermite Interpolation curve in 2-dimensional  

 
The Cubic Trigonometric Hermite Interpolation method is used to design the 2-dimensional 

shape which are crescent and circle. Both curve must be on the same quadrant in order to design 
the crescent. While to design the circle, curve 1 must be on the quadrant that opposite to the curve 
2. Then, the control point, the tangent point and shape parameter are need to modify in order to 
produce desired shape.  

Figure 3 (a) shows that the curve 2 is on the first quadrant when the control points 

( )0,13Pand)0,0(2P −==  while the tangent point ( )0,13Tand)0,1(2T −==  are used. Figure (b) 

shows that the curve 2 appeared on the second quadrant when the control points 

( )0,13Pand)0,0(2P −==  while the tangent point ( )1,03Tand)1,0(2T −==  are used.  

Table 1 shows the curves produced when each of the shape parameters is changing 

respectively from the value of curve 1: 5.0,0,5.0,1 1ii1ii ==−=−= ++ and curve 2:

5.0,0,1,5.0 2121 −==== .   

 
(a) 

 

 
 

(b) 
 

Figure 3. Position of the curve 2 using different control point and tangent point. 
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Table 1. The curve obtained when each of the shape parameter is changing respectively 

 

  

 
The value of shape 

parameter 1i+  for 

curve 1 and 2  for 

curve 2 are 
changed to positive 
number while other 
parameters have 
remained same, the 
curve 1 and curve 2 
will curve upward. 

 

 
 

 

 
The value of shape 

parameter 1i+  for 

curve 1 and 2  for 

curve 2 are 
changed to negative 
number while other 
parameters have 
remained same, the 
curve 1 and curve 2 
will curve 
downward. 
 

 
 

 

 

 
The curves formed 
when the value of 

1i and  are 

change to positive 

number. 

  
 

 
 
The curves formed 
when the value of 

1i and  are 

change to negative 

number. 
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The curves formed 
when the value of 

21i and  + are 

change to positive 

number. 

 
 

 

 

 
 
The curves formed 
when the value of 

21i and  + are 

change to negative 

number. 

 
From table 1, the best shape parameters used has been determined to form the smooth 2-

dimensional crescent and circle outline. Figure 4 and Figure 5 shows the crescent and circle outline 
are design using cubic trigonometric Hermite interpolation. The curve has been constructed based 
on the control point, and the curve has been drawn according to the shape parameters where all the 
parameters’ values are positive in range 0.5 until 2.  
 

 
Figure 4. The circle outline formed by using Cubic Trigonometric Hermite Interpolation curves 
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Figure 5. The crescent outline formed by using Cubic Trigonometric Hermite Interpolation curves 
 

For crescent outline, the control points for curve 1 and curve 2 are same at ( )0,02P0P ==  

and ( )0,13P1P −==  while the tangent points for curve 1 and curve 2 also are same at ( )0,12T0T ==  

and ( )0,13T1T −== . The best shape parameters for each curve have been chosen to generate a 

two-dimensional crescent shape are shown as in Table 2 below. 
 

Table 2. Shape parameter values for Crescent Outline shape 
 

Curve  
i  1i+  i  1i+  

Curve 1 2 1.5 1 0.5 
Curve 2 2 1 0.5 1 

 
 

While for the circle outline,  the control points for curve 1 and curve 2 are same at 

( )0,02P0P ==  and ( )0,13P1P −==  while the tangent points for curve 1 ( )0,11Tand)0,1(0T −==  

and curve 2 is at ( )0,12T −=  and ( )0,13T = . The best shape parameters for each curve have been 

chosen to generate a two-dimensional crescent shape are shown as in Table 3. 
 

Table 3. Shape parameter values for Circle Outline shape 
 

Curve  
i  1i+  i  1i+  

Curve 1  2 1.5 1 0.6 
Curve 2  2 1.5 1 0.6 

 
 

5. Conclusion 
The findings of this study enable us to reach the conclusion that every one of the research 

goals has been well achieved. The correct images of the two dimensional objects are also located 
and the suitable shape parameters can be obtained after studying the behavior of the curve using 
free parameters.  

The behavior of the curve can be changed by adjusting the curve's shape parameters. 
Although a smooth curve is generated, if some of the shape parameters are modified, a sharp curve 
will be generated. A relatively small difference between the parameters of two curves may be 
discernible. The shape that is assigned to the curves constructed using the cubic trigonometric 
Hermite interpolation function depends on the shape parameters of the shape that is created with 
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the control points and tangent vectors. When it comes to the creation of two-dimensional shapes, 
the cubic trigonometric Hermite interpolation function results in smooth curves. It is possible to decide 
the suitable shape parameters of the cubic trigonometric Hermite interpolation function. Additionally, 
using the appropriate shape parameters is the only way to produce tidy and respectable results. 
Because each shape has a unique combination of curve features, using the software is quite helpful 
when undertaking research that involves the development of two-dimensional shapes. 
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 Waste collection is the waste management, comprising storage, 

collection, transportation, and disposal, is the most expensive aspect 
of waste management, involving resources in strategy, execution, and 
oversight. Even in Perlis, the smallest state in Malaysia, waste 
management has become a concern due to population growth and 
increased industrial activities. This study aims to determine the optimal 
operational cost by utilizing the Goal Programming approach. Data 
from E-Idaman Kangar Sdn. Bhd, a private company managing solid 
waste in Perlis, was utilized. The goal is to achieve an optimization 
rate by formulating an objective function and utilizing Lingo software 
version 18.0. The study aims to achieve five objectives regarding 
operational cost which are minimizing labor cost, minimizing collection 
cost, minimizing vehicle cost, minimizing consumable cost and 
minimizing the financial statement of operation for each route. The 
research results indicate that E-Idaman Kangar's collection expenses 
are already at an optimal state. It showed that the cost of each vehicle 
included in the collection activity is optimized. The objective value 
shows that the total spending can still be reduced by RM3, which is a 
decrease of 0.01%.  In conclusion, this can be seen that the 
organization accomplishes collection in an ideal manner. The 
outcomes of this study are poised to contribute towards achieving 
sustainable Solid Waste Collection (SWC) across the entirety of Perlis 
state, thereby upholding a clean and healthy environment for its 
residents. Additionally, through meticulous budgeting and strategic 
planning prior to each monthly collection, companies can effectively 
manage their finances and bolster profitability.  
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1. Introduction 

Solid waste is the term used to describe unwanted materials generated by commercial, 
industrial, and residential operations. It is significant to recognize that not all waste is considered 
solid waste. Putting aside the huge amount of waste daily, waste is categorized into a few forms, 
including food waste, marine litter, and microplastic [1]. Indeed, integrated solid waste management 
is necessary to reduce the waste-related issue’s negative effects on both human health and the 
environment. This type of management includes waste prevention, recycling, 

http://www.mijuitm.com.my/
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composting, collecting, transportation, burning, and disposal. With an increase in the number of 
Malaysian populations by 32.8 million, a massive amount of solid waste is being produced, estimated 
at around 38,427 metric tons per day in the year 2021, which is disposed of at a rate of 82.5 percent 
in landfills [2]. The amount of municipal solid waste (MSW) that will be collected by 2022 will be over 
14 million tons, which is enough to fill the Petronas Twin Tower every seven days. The nature of the 
solid waste produced has changed because of rapid industrialization and urbanization. The rising 
rates of annual waste generation are brought on by Malaysians' desire for a higher standard of living 
[3]. 

The most expensive part of waste management systems is waste collection. Direct and 
indirect costs both play a role in the overall expenditure on waste collection. All direct costs made in 
the management of solid waste in an area are included which covers the resources employed in the 
planning, implementation, and management of waste management (storage, collection, 
transportation, and disposal). Meanwhile, indirect costs are the outside expenses involved when 
using the current waste management techniques which include the cost of hazardous waste 
collection, storage, and disposal techniques causing environmental harm [4]. Thus, proper, and 
effective waste management is necessary to maintain a good environment, health, and economic 
stability. In addition to preserving the environment and public health, research on solid waste disposal 
methods is necessary to keep costs associated with waste collection and cleaning low. 

The smallest state in Malaysia, Perlis Indera Kayangan, is situated in Peninsular Malaysia's 
northern region. As of 2020, there were 254,700 residents. There are significant environmental 
issues in Perlis because of the growth in population and industrial activity. One of the issues facing 
the environment is solid waste. The Environmental Department of Perlis reported Perlis produced 
7,816 tons of scheduled waste overall in 2019, up from the 2,536 tons reported in 2018 [5]. To 
address this environmental issue, the department of cleanliness and the environment conducts waste 
collection activities.  

A collection of solid waste in Perlis is conveyed by E-Idaman Sdn Bhd (E-Idaman). The 
collection is carried out daily or weekly, while the final disposal of waste from the entire Perlis region 
takes place at the Padang Siding landfill. There are six main functional components to solid waste 
management. These include waste production, storage, collection, transport, recycling, processing, 
and disposal of waste. With the help of the goal programming method, it is hoped that the results of 
this study will help obtain the optimal cost for solid waste collection. 

  
 
2. Literature Review 

A few studies have been conducted on solid waste collection management. Many different 
methods were used to obtain optimal time and cost for solid waste collection. As an example, 
researchers in [6] stated that the state's government invests a sizable sum of money each year in 
solid waste management but lacks practical means of minimizing or reducing it. It can be inferred 
from the information above that operational costs are high. Meanwhile, studies from [7] show that 
solid waste collection can be optimized by investigating route optimization using a Geographical 
Information System (GIS). Five (5) routes in Ipoh and Perak were selected, and the current route can 
be optimized as the routes reduce and affect the time needed for waste collection. The analysis was 
based on the needs and constraints of the collection service. Since then, the GIS-ArcView application 
for route optimization in Ipoh city has shown a reasonable improvement in route length and travel 
time reduction. 

To facilitate long-term planning of waste management activities in the city of Tianjin, the 
interval joint-probabilistic mixed-integer programming (IJMP) method is created. Researchers in [8] 
stated that in the IJMP, few joint-probabilistic constraints were introduced into an interval-parameter 
mixed-integer programming framework. The uncertainties expressed in terms of interval values and 
random variables can be considered. The created model may help address the solid waste 
management system's dynamic, interactive, and uncertain characteristics and can effectively link 
system cost and system failure risk. Another problem under uncertainty is identifying optimal waste-
flow-allocation schemes. A Stepwise Interactive Algorithm (SIA) was used by [9] in a case study of 
waste allocation problems under uncertainty as an advanced to a generalized fuzzy linear 
programming (GFLP) method. From the results, reasonable solutions resulted in planning waste 
allocation practices and the GFLP can provide more detailed information. From there, the decision-
makers can construct trade-offs for system stability and plausibility. This can also identify desired 
policies for any solid waste problems under uncertainty.  
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Besides, a study has been made to optimize the logistic network and transportation system 
of Integrated Solid Waste Management (ISWM). This is where it is formulated as a tri-echelon ISWM 
logistic network. The mixed-integer linear programming (MILP) was used by [10] to formulate the 
ISWM system in the Fleet Size and Mix Vehicle Routing Problems with the Time Windows framework. 
This study successfully supports a cost-effective ISWM transportation system, and this proposed 
approach was successfully applied to real-world problems in southern Tehran, Iran. This approach 
has obtained the optimal economic cost of the system under uncertainty. The results confirmed the 
method's strength and effectiveness when the estimated and real amounts of the uncertain 
parameter differed by larger amounts and when the system network experienced unforeseen 
disturbances. 

Meanwhile, many researchers have studied goal programming, which has been successfully 
applied to a wide range of real-world problems. [11] proposed the method, which is now accepted as 
a basic mathematical programming method for solving decision-making problems with multiple 
objectives. To begin with, the lexicographic goal programming technique was used by [12] to solve 
the multi-objective optimization model. Three objectives have been considered: Cost reduction, final 
waste disposal to landfill reduction, and environmental impact reduction are all priorities. As decision 
makers' preferences, the goal of cost minimization was considered more important than minimizing 
greenhouse gas emissions and the final amount of waste to the landfill in this problem. The GLPK 
Integer Optimizer was used to run the model and obtain the optimal solution. The final formulated 
objective function produces results in which all deviation variables are zero, indicating that all goals 
are perfectly satisfied. 

Subsequently, researchers in [13] conducted a study on time and cost optimization using the 
goal programming methods for port container handling to reduce the costs incurred and the length 
of time the queue optimization is performed on the scheduling at the port.  The objective was to find 
the reason for which activity caused a delay in loading and unloading activities. From the result, the 
average was used as the target of the activity to be optimized and the maximum value as the input 
value to obtain the optimal value. The researcher determined that goal programming will be used to 
optimize time and costs for data with higher complexity and sample size in future work. 

Next, [14] uses goal programming to optimize waste management. Some of the primary 
objectives (goals) are utilized interchangeably in this study to demonstrate the model's use as a tool 
in the planning process. The model is also a highly valuable tool for analyzing the cost-effectiveness 
of various priority orders, such as those led by environmental protection, cost minimization, energy 
recovery maximization, or resource recovery maximization. With the specified priority hierarchies, 
what is presented can be utilized to plan a long-term waste management system or to optimize waste 
management activities. 
 

 
3. Methodology 
 
3.1 Waste Sources Data 

The study relies on data generously supplied by E – Idaman Sdn. Bhd, a private firm 
specializing in solid waste management, is responsible for overseeing the solid waste system in 
Northern Malaysia. The data, sourced specifically from their branch in Majlis Perbandaran (MP) 
Kangar, pertains to January 2023. There are three routes of data with two routes of collection and 
three types of vehicles used. The route obtained is the Beseri and Kangar to Jalan Santan route. 
These vehicles include the regular vehicle and the vehicle with an arm roll where the Kangar to Jalan 
Santan route performs collection using both normal and arm roll included vehicles. Arm roll is the 
machinery that can help lift bins and dumps without the need for manpower. Based on the data, five 
types of costs were obtained from each vehicle which are collection cost, labor cost, vehicle cost, 
consumable cost, and financial statement of operation. Table 1 shows the cost statement for E-
Idaman Kangar in January 2023. 

To break it down, the labor cost encompasses salaries for the management team, including 
the supervisor and manager, along with the wages for the driver and collection crew. Following that, 
the collection cost factors in the collection rate for each bin per route. Moving on, the vehicle cost 
encompasses maintenance, fuel consumption, road tax, and insurance. Lastly, consumable costs 
include expenses for tools such as scoops, rakes, and gloves used by the crew monthly. 

 Notably, the cost for the Kangar to Jalan Santan route with an arm roll is notably lower than 
the other routes, owing to reduced manpower requirements for collection due to the presence of an 
arm roll on the vehicle. 
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Table 1. Cost Statement in Ringgit Malaysia (RM) for E-Idaman Kangar, January 2023 
 

Route Labor Cost 
Collection 

Cost 
Vehicle 

Cost 
Consumable 

Cost 
 

Total 

Beseri 16086.97 10114.97 6955.00 65.67 33222.61 

Kangar – 
Jalan Santan 

 
15558.17 

 
12085.84 

 
9685.00 

 
65.67 

 
37394.68 

Kangar – 
Jalan Santan 
+ arm roll 

 
 

8937.36 

 
 

7846.35 

 
 

5057.50 

 
 

52.67 

 
 

21893.88 

Total 40582.50 30047.16 21697.50 184.01 92511.17 

3.2 Generate goal programming model. 
In the following statement, decision variables, goals and constraints for the model are 

defined. 

 
The decision variables are shown as follows: 
 

𝑥𝑗 : the type of vehicles, j = 1,2,3 where; 

𝑥1   = vehicle 1 (route Beseri) 

𝑥2   = vehicle 2 (route Kangar – Jln Santan) 
𝑥3   = vehicle 3 (route Kangar – Jln Santan + armroll) 
 

The process of establishing and defining the objectives that a goal programming model seeks to 
accomplish is known as goal formulation.  This study focuses on five goals which are outlined below: 

 
Labor Cost Optimization 

 
Minimize the salary expenses of labor.  
 

5

( 1)

i j S

i

S x T
=


  

(1) 

 
5

1 1

( 1)

i j S

i

S x d d T− +

=

+ − =
 

 

(2) 

Where 𝑆𝑖 is the salary paid for labor each month. 

            𝑇𝑆 is the target salary expenses of labor 

           𝑑1
− underachievement from the minimum labor cost per vehicle 

           𝑑1
+ overachievement from the minimum labor cost per vehicle 
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Collection Cost Optimization  
 
Minimize the collection cost.   
 

5

( 1)

i j c
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(3) 

 

( 1)
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=

+ − =
 

(4) 

 
Where 𝐶𝑖 is the collection cost each month.  

𝑇𝐶 is the target collection cost                         

𝑑2
− underachievement from the minimum collection cost per vehicle 

𝑑2
+ overachievement from the minimum collection cost per vehicle 

 
Vehicle Cost Optimization  

 
 Minimize the vehicle cost of the collection. 
 

5

( 1)
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
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5
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(6) 

 
        

Where 𝑉𝑖 is the cost of vehicle collection each month. 
            𝑇𝑉 is the target vehicle cost for collection.                              

            𝑑3
− underachievement from the minimum vehicle cost per vehicle 

            𝑑3
+ overachievement from the minimum vehicle cost per vehicle 

 
Consumable Cost Optimization  
 
Minimize the consumable cost. 

 
5
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(8) 

 
Where 𝑀𝑖 is the consumable cost each month. 

           𝑇𝑀 is the target consumable cost.                           
           𝑑4

− underachievement from the minimum consumable cost per vehicle 

           𝑑4
+ overachievement from the minimum consumable cost per vehicle 
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Financial Statement Optimization  

 
Minimize the financial statement of operation. 
 

5

( 1)

i j F

i

F x T
=


 

(9) 

 
5

5 5
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M x d d T− +

=

+ − =
 

(10) 

                  
Where 𝐹𝑖 is the financial statement of operation each month. 
           𝑇𝐹 is the target statement cost. 

           𝑑5
− underachievement from the minimum financial statement cost per vehicle 

           𝑑5
+ overachievement from the minimum financial statement per vehicle 

 
Based on the goals derived from the equations (1) – (10) above, the corresponding achievement 
function is as below:  
 

 
Minimize = 𝑃1𝑑1

+ + 𝑃2𝑑2
+ + 𝑃3𝑑3

++ 𝑃4𝑑4
++𝑃5𝑑5

+  (11) 
 

Where 𝑃𝑘 : the priority coefficient for the kth priority level, k = 1,2,3,4,5  

  
Lingo will employ the goal constraint to yield the desired outcomes. These achieved goal 

constraints are established based on the data set provided by E-Idaman Sdn. Bhd and the goal 
formulation derived from equations (2), (4), (6), (8), and (10).  
 
 
4. Results and Discussion 
 
4.1 Data Analysis 

Upon executing the model in the Lingo software, the outcome of the model's performance is 
presented in the Lingo solver output as shown in Figure 1 and the comprehensive solution is detailed 
in the Lingo Optimization Report as shown in Figure 2. The Lingo solver furnishes the objective value 
achievable through the optimal solution. The Lingo solution report shows the detailed value of each 
deviation in achieving the goal and the value of the deviations that can be reduced.  
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Figure 1: Lingo Solver Status 

 

 
Figure 2. Lingo Optimization Report 

From the Lingo Optimization Report in Figure 2, the result for goal achievement on the 
optimal solution was analyzed as presented in Table 2. 
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Table 2. Goals Achievement 
 

Goals Output value Goals achievement 

G1 𝑑1
+=0 Fully achieved 

G2 𝑑2
+=0 Fully achieved 

G3 𝑑3
+=0 Fully achieved 

G4 𝑑4
+=0 Fully achieved 

G5 𝑑5
+=0 Fully achieved 

 
Based on findings illustrated in Figure 2, D12 is the deviation for labor cost to achieve the 

goal, where D22 is for collection cost, D32 is for vehicle cost, D42 is for consumable cost, and lastly, 
D51 is for financial statement operation.  Based on the result shown in Table 2 for the five deviations, 
the total cost can be minimized when the cost of each vehicle is optimized.  
 

Table 3. Results for deviations 
 

Goals 𝒅𝒊
+ 𝒅𝒊

− 

G1 0 0          

G2 0 0 

G3 0 0 

G4 0 0 

G5 0 0             

 

According to the data presented in Table 3, all goals (G1, G2, G3, G4, and G5) exhibit both 
positive and negative deviations, with 𝑑1

+=𝑑1
−=𝑑2

+=𝑑2
−=𝑑3

+=𝑑3
−=𝑑4

+=𝑑4
−=𝑑5

+=𝑑5
−= 0. This means that all 

the goals are fully achieved. Also, based on the negative deviations for all the goals, it shows that 
the cost is already at its optimal level. This indicates the full achievement of all goals. In other words, 
there is no further need to minimize the company's labor, collection, vehicle, consumable costs, and 
the financial statement of operation for solid waste collection, as they are already in their optimal 
form. 
 

 
5. Conclusion 

Malaysia is facing a growing problem with solid waste, largely due to the country's rapidly 
increasing population and rising living standards. Malaysia's current waste management system is 
insufficient to cope with the increasing amount of waste being produced. Out of the number of states 
in Malaysia, Perlis is also rapidly increasing waste collection, leading to an environmental issue. A 
private solid waste collection company called E-Idaman Sdn. Bhd. conveys the collection 
surrounding the whole Perlis state. This study focuses on optimizing the cost for cost reduction and 
optimizing the cost of solid waste collection by goal programming. Actual data was taken from the 
company, and three collection routes were analyzed with parameters of labor cost, collection cost, 
vehicle cost, and consumable cost. From this study, the hopes are to help with the future of financial 
and budget planning for the company to accomplish an optimal solid waste collection system. This 
could also create better decision-making and image for the company and the state. 

The goal programming method can assist this company in achieving its optimal solution at a 
lower cost, according to the study's findings. The company has no requirement to reduce expenses 
since labor, collection, vehicle, and consumable costs are all currently optimized. All things 
considered, goal programming can assist in obtaining the best answers and cost optimization for the 
collection of solid waste. It is possible to conclude that the goals have been met from there. It is 
important to remember that goal programming is not a perfect solution, even with the results attained. 
It might not always be able to accomplish every objective at the same time. 
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 The Active Contour Model (ACM) is a mathematical model in image 
processing that is commonly utilized to partition or segment an image 
into specific objects. The segmentation method in region-based ACM 
can be categorized into two classes: global ACM and selective ACM 
Selective ACM isolates a specific target item from an input image, 
which is more advantageous than the global ACM due to its proven 
use, particularly in medical image analysis. However, the selective 
ACM appears to produce poor outcomes when segmenting an image 
with uneven (inhomogeneous) intensity. Additionally, the current 
selective ACM that uses the Gaussian function as a regularizer 
generates a non-smooth segmentation curve, especially for images 
containing noise. This study introduces a new selective ACM that is 
designed to segment medical images with inhomogeneous intensity 
levels. The model incorporates a Total Variation term as a regularizer, 
distance function, and local image fitting concepts. The Euler-
Lagrange (EL) equation was given to solve the suggested model, 
which is approximately 5% more accurate with a processing time that 
is around three times faster than the existing model, as shown by 
numerical testing. The suggested mathematical model can be 
advantageous for the image analysis community, particularly in the 
medical industry, to automatically segment a specific object in a 
medical image.   
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1. Introduction 

In image processing field, the image segmentation approach either variational or non-
variational approaches is an essential step involves in separating a digital picture into different 
portions for further investigations in many application such as recognition of object, medical image 
analysis and computer vision [1-5]. Non-variational approaches such as thresholding and region 
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growth are good for basic images but struggle with topological changes. Another well-known non-
variational method namely the learning methods (machine or deep learning) demand a significant 
quantity of labelled data, which is often not accessible. In contrast, variational methods are less 
reliant on the quantity of data and additionally they are demonstrated efficacy in picture 
segmentation. 

In variational approaches, the Active contour model (ACM) is a popular method that utilize 
the calculus of variations to apply optimization strategies to minimize the energy cost function. There 
are two forms of variational ACM: edge-based and region-based methods. A prominent edge-based 
variational ACM namely Snake model [6] was formulated in explicit parametric contour. The 
drawback of this technique is susceptible to picture noise. In contrast, the region-based variational 
ACM is less affected by image noise and capable to manage topological changing as the method 
considers statistical features of an input images in the formulation [7-9]. This region-based variational 
ACM may be categorized into two classes: global ACM and selective ACM.  

The most recognized variational global active contour model was the Mumford-Shah model 
developed in [10]. Being a global type of model, its objective is to segment all items or objects 
included in the input picture. A simplified version [11] of the Mumford-Shah model into a precise 
numerical representation known as the Chan-Vese (CV) model. However, the CV model may yield 
unsatisfactory outcomes as this model's reliance on global image intensity information in its 
mathematical formulation hinders its ability to effectively segment images that have intensity 
inhomogeneity. 

Intensity inhomogeneity is a significant limitation in image segmentation, especially in 
medical imaging due to presence of noise or problem with the imaging modalities. This pertains to 
fluctuations in picture intensity levels within a single image, causing challenges, for instance, in 
distinguishing between healthy and abnormal tissue that results in erroneous judgements among 
medical professionals. This may be detrimental, as for disorders like cancer, precise diagnosis is 
crucial for planning efficient therapy.  
 
 
2. Literature Review 

The Local Binary Fitting (LBF) model [12] was presented to address the issue of segmenting 
an image with intensity inhomogeneity by including local image intensity. However, the accurate 
segmentation result achieved by using the LBF model led to longer processing time due to its high 
computational complexity. Therefore, another ACM model namely Local Image Fitting (LIF) model 
was proposed [13] to address the shortcomings of the LBF approach. Subsequently, several studies 
have applied similar concept of LIF model as demonstrated by [14-16]. However, the LIF model 
cannot be used to segment a particular item in an input picture.   

To address the issue of segmenting a particular item in an input picture, the selective 
segmentation model (selective ACM), which is the second type of variational region-based ACM, is 
recommended. Selective segmentation is the process of partitioning a particular item in an image 
into multiple segments based on markers specified by the user. This technique shows promise for 
integration with medical imaging [17-[8], biometric identification [19], and text analysis [20]. A 
selective ACM algorithm called Primal Dual Selective Segmentation (PDSS) was introduced in [21]. 
This approach has been demonstrated to be effective at isolating a particular item within an input 
image. However, the PDSS model encounters a significant challenge in segmenting pictures with 
low contrast. Hence, a modified PDSS model called PDSS2 [22], which replaces the fitting term with 
information obtained from the image enhancement approach to address the issue. Unfortunately, the 
precise information obtained by the PDSS2 appears inadequate for identifying the near-optimal 
segmented border of an object with intensity inhomogeneity issues.  

Recently, a novel variational selective region-based ACM was introduced in 2023 called the 
Gaussian regularization selective segmentation (GRSS) model [23] for pictures with intensity 
inhomogeneity. However, the curve created using a Gaussian kernel regularizer in the formulation 
was not smooth because the regularizer is sensitive to image noise. Additionally, it is difficult to tune 
the parameter that control the regularizer. Besides Gaussian kernal function, another more powerful 
regularizer is to utilize the Total variation (TV) functional. The CV model [11] was an early 
mathematical model that incorporated TV in its formulation, leading to a smooth segmentation curve. 
However, as the model was formed inside a variational global region-based segmentation 
framework, it was not able to effectively segment a specific item in an image.  

This study introduces a novel variational selective region-based ACM called the Total 
Variation based Selective Segmentation (TVSS) model for pictures with intensity inhomogeneity that 
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incorporates the concept of employing TV as a regularizer. In addition, the local attribute of an input 
picture was included using the concept from the LIF model [13]. A distance function from the GRSS 
model [23] was used to capture a specific target.  

This article is divided into three portions. Section 3 outlines the methodology of the study 
and introduces the suggested energy function of the proposed model. Section 4 includes a 
comparison and explanation of the experimental results. Section 5 discusses the findings and 
recommendations for further research. 

 
 

3. Methodology 
This section outlines the methodology of the study, as depicted in the flow chart shown in 

Figure 1. 

 

Figure 1. Flowchart of the research methodology  
 
Figure 1 depicts the flowchart outlining the research methodology used in this study. The 

Local Image Fitting (LIF) energy, Distance Function (DF), and TV of an input picture were calculated 
at the beginning. A total energy minimization function was created to reflect the suggested TVSS 
model to segment the input picture. This function integrates the LIF energies, DF, and TV term. The 
Euler-Lagrange Partial Differential Equation (EL-PDE) of the TVSS model was generated and solved. 
The performance of the proposed TVSS model was then compared with the GRSS model. In the 
following section, each stage is described in detail. 
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3.1 Data Acquisition 
In this study, six (6) sets of mammography test images and six (6) sets of chest X-ray test 

images with their ground truth segmentation solutions were collected from [24] and [25] respectively. 
The image dimension of 256 by 256 pixels was utilized for all test images. In addition, the test images 
had varying intensities to ensure that the proposed model met its objective in segmenting images 
with intensity inhomogeneity.  

3.2 Local Image Fitting (LIF) 
The LIF, which is important to handle images with intensity inhomogeneity, was computed 

using the LIF model [13]. Assuming that for an image ( ),I I x y=  in a domain  , the LIF energy 

function in the level set formulation, ( )LIFE  is defined as follows: 

 ( )
21

2

LIF LIFE I I dxdy 


= −   (1) 

Here, the function ( , )x y is a level set function that represents the segmentation contour. 

The fitted image ( ),LIF LIFI I x y=  in equation (1) can be written as ( )1 2( ) 1 ( ) = + −LIFI n H n H  where 

( )H   is a heaviside function or also known as the characteristics function. The value ( )H  is 1 

inside the contour and 0 outside the contour. Next,  ( )( )1 mean ( , ) 0 kn I x y W=      and 

 ( )( )2 mean ( , ) 0 kn I x y W=      are the intensity averages of interior and exterior in a local 

region respectively. 
 

3.3 Distance Function (DF) 
In the GRSS model [23], the marker set was introduced, and it was defined as 

 * *

1( , ) ,1i i iA w x y i n= =      with n1(≥3) marker points that were placed near the targeted object. 

Then, the DF which is the Euclidean distance of each point ( , )x y   from its nearest point in the 

polygon, P made up of ( , ) ,p px y P constructed from the user input set, A was defined as follows: 

 ( ) ( )
2 2

( , ) = − + −d p pP x y x x y y  (2) 

Here, the DF was introduced as a penalty term so that the evolving segmentation contour remains 
close to the targeted object indicated by the marker set.   

3.4 Total Variation (TV) Term 
In modeling an ACM, the TV term is used to regularize the generated segmentation curve. 

One of the earliest ACM that utilized the TV term is the CV model [11]. The TV term was defined as 
follows: 

 ( )  


= TV dxdy  (3) 

Here, the function ( )   is the Dirac delta functional which is equivalent to ( )H   and the function 

  is the magnitude of gradient  . By minimizing the TV term, the length of the generated curve 

was optimized to ensure it is short and smooth. Although the CV model applies to the TV term, the 
generated segmentation curve by the model was over-segmented especially in segmenting one 
object among other objects. This was mainly because the model is a global type of segmentation 
model.      

 
3.5 Total Energy Function 

The proposed TVSS model was formulated by modeling a total energy minimization function 
that utilized the LIF energy, DF, and TV term. As a result, the proposed TVSS model was defined as 
follows: 
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 ( ) ( ) ( ) ( )( )( )( )

( ) 

2

1 2

1
min 1

2

d

TVSS dxdy I n H n H dxdy

P H dxdy


      

 

 



=  + − + −

+

 


  (4) 

 

with ( ) ( )1n ( x,y ) k H I / k H   =     and ( ) ( )2 [1 ] [1 ]n ( x,y ) k H I / k H  =  −  − . The function k  is a 

Gaussian kernel with standard deviation   such that 
2 2 2( )/2x yk e 


− += . The parameter   restricts the 

contour from evolving too far from the targeted object.  Normally, smaller   is suitable if the targeted 

object can be clearly distinguished form the background and vice versa [26-27]. To obtain a smooth 
contour, the TV term which is the first integrand was used to regularize the generated segmentation 
curve. The term was weight by the parameter  . For noisy images, a large   can be imposed.   

3.6 Derivation of Euler Lagrange Partial Differential Equation (EL-PDE)  
The proposed TVSS model in equation (4) was minimized using calculus of variation by 

deriving its EL-PDE. Firstly, 1n  and  2n  was kept fixed and minimized the equation (4) with respect 

to   using the Gateaux derivative. In calculus of variation, the Gateaux derivative is used to find the 

first variation of the model formulation function with respect to  . The Gateaux derivative of TVSS  at 

a point   and a test function  , denoted by ( ),TVSS  





, is defined as the limit which is illustrated 

in the following equation (5).  

 ( )
( ) ( )

( )0

0

, limh

h

TVSS h TVSS d
TVSS TVSS h

h dh

  
   


→

=

+ −
= = +


  (5) 

Thus, by applying the equation (5), we arrived at the following equation (6): 

 

( ) ( )( )( )

( ) ( ) ( )

2

1 2

0

0 0

1
1

2
h

d

h h

d
I n H h n H h dxdy

dh

d d
P H h dxdy h h dxdy

dh dh

   

        

 =

 = =

 − + + − +
 

+ + + +  +



 

 (6)  

Differentiating all the integrands involved in equation (6) yielded: 

 

( )( ) ( )( ) ( ) ( )

( ) ( )( ) ( ) ( )

( )

1 2 1 2

0

0 0

0

1 ' '

'

h

h h

d

h

I n H h n H h n H h n H h d

d d
v h h d h h d

dh dh

P H h d

         

          

   

 =

 = =

 =

 − + + − + − + + +    

+ +  +  +  + + 

+ + 



 



  

 After simplification, we obtained the following equation (7) as follows: 

 

( ) ( ) ( )( )( )   ( )

( ) ( )

1 2 1 21

' 0d

I n H n H n n dxdy dxdy

dxdy P dxdy

 
      



        

 

 

 
 − + − − + +
  

+  + =

 

 
  (7) 

Green’s theorem was applied to further simplify the equation (7) that yielded the following equation 
(8): 

 

( ) ( ) ( )( )( )  

( )
( )

( )

1 2 1 21

d

I n H n H n n dxdy

dxdy v dS P dxdy
n

    

  
      

 



  

 − + − − + −
 

 
 +  +

  



  
  (8) 

Here, n  is the unit normal vector and S  is the arc length. Note that the EL-PDE is defined when 

( ), 0TVSS  



=


. Thus, for all test function  , the integrands in equation (8) will be zero if  
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 ( ) ( ) ( )( )( )   ( ) ( )1 2 1 21 dI n H n H n n P


        



 − + − − + −  +
  

 (9)  

with Neumann Boundary condition such that 
( )

0 0
n n

  




  
=  = 

    
. Here, equation (9) is called 

the EL-PDE of the proposed TVSS model.   
 

3.7 Solving the EL-PDE of the Proposed TVSS Model 
To solve the EL-PDE in equation (9) iteratively, the gradient descent method is applied where 

an artificial time step t  is introduced such that  

 

( ) ( ) ( )( )( ) ( ) ( ) ( )1 2 1 21 d

TVSS
t

I n H n H n n P






       



 
= −

 


 = − + − − +  −
  

 (10)  

Equation (10) was discretized and solved using the explicit finite difference scheme using the 
following equation (11). 
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  (11) 

 
3.8 Performance Comparison 

The segmentation performance was judged based on the quantitative accuracy measures 
using the Dice Similarity Coefficient (DSC) and Jaccard Similarity Coefficient (JSC) metrics. The 
metrics were computed based on the following formulae: 

 
* *

* *

| | | |
JSC ,  DSC

| | | | | |

n n

n n

S S S S

S S S S

 
= =

 +
  (12) 

where 
nS   is the set of segmentation domain generated by GRSS or TVSS model and 

*S   is the 

ground truth solution domain. The return value of DSC and JSC that approaches 1 indicates good 
quality segmentation. The value that approaches 0 indicates poor segmentation quality. The 
processing time was also recorded to determine the efficiency of the GRSS model and the TVSS 
model. 

 
3.9 TVSS Model’s Algorithm 

To compute the solution of equation (11), the MATLAB R2017b software was used in a 

laptop with the specification of Processor: Intel(R) Core(TM) i7- 6500 CPU @ 2.50GHz 2.60 GHz 

installed memory (RAM): 8 GB, System type: 64 - boy operating system, 64-based processor. The 

following Figure present the algorithm to implement the TVSS model. 
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Figure 1.  Steps to implement the TVSS model 

 
 
4. Results and Discussion 

Figure 2 shows all 12 sets of test images with the initial contour in yellow and marker set in 
green used in this experiment.  

 

 
 

   

(a) Test 1 (b) Test 2 (c) Test 3 (d) Test 4 

 
 

   

(e) Test 5 (f) Test 6 (g) Test 7 (h) Test 8 

 
 

   

(i) Test 9 (j) Test 10 (k) Test 11 (l) Test 12 

 
Figure 2. Test images with initial contours and marker set 

 
From Figure 2, Test 1 until Test 6 were mammography images, while Test 7 until Test 12 

were chest x-ray images. These types of images were chosen because all the test images were 
challenging to be segmented due to low contrast appearance. Additionally, the images had 
inhomogeneous intensity. Hence, all the images chosen were significant in testing the performance 
of the proposed model. The segmentation process was run using the MATLAB software, and the 
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segmentation results of all test images were compared between the proposed TVSS model and the 
GRSS model [24]. 

 
4.1 Segmentation of Mammography Images  

The visual illustration of the segmentation result for the mammography images are 
demonstrated in the following Figure 3. 

 

Benchmark GRSS TVSS 

     
(a) Test 1 (b) (c) (d) (e) 

     
(f) Test 2 (g) (h) (i) (j) 

     
(k) Test 3 (l) (m) (n) (o) 

     
(p) Test 4 (q) (r) (s) (t) 

     
(u) Test 5 (v) (w) (x) (y) 

     
(z) Test 6 (aa) (ab) (ac) (ad) 

 
Figure 3. Segmentation results from GRSS model and TVSS model in segmenting mammography 

images 
 
As shown in Figure 3, the benchmarks (ground truth solutions) of the test mammography 

images are shown in the first column. There are two types of results generated from each model. 
The first type is the binary form as shown in the second and fourth columns which represent the 
results by the GRSS model and TVSS model respectively. The second type is the contour or curve 
representation as demonstrated in the third and last columns which demonstrate the results 
generated by GRSS model and TVSS model respectively.  
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By visual observation, both models were able to segment the targeted region (breast 
abnormalities) of all the test images. However, both produced different segmentation results. For 
instance, it is clear that the segmentation results for the GRSS model in Figure 3 (m, r and w) 
produced large amounts of unnecessary artifacts, which made the final contour more scattered. On 
the other hand, the result produced by the proposed TVSS was smoother as indicated in Figure 3 
(o, t and y). These results demonstrate the advantage of using the TV term in the proposed TVSS 
model compared to the Gaussian regularization term utilized in the GRSS model. By incorporating 
the TV term in the TVSS model, the length of the segmentation curve was minimized that gave a 
smoothing effect to the final segmentation curve.  

Besides the qualitative visual observation, this experiment was also judged based on the 
quantitative accuracy measures using the Dice Similarity Coefficient (DSC) and Jaccard Similarity 
Coefficient (JSC) metrics. Additionally, the processing time was also recorded to determine the 
efficiency of the GRSS model and the TVSS model. Table 1 demonstrates the JSC, DSC and 
processing time of both models in segmenting all mammography test images. 
 

Table 1. JSC, DSC and Processing Time for Segmenting Mammography Images 
 

Image 

JSC DSC Processing Time 

GRSS TVSS GRSS TVSS GRSS TVSS 

Test 1 0.8944 0.9335 0.9443 0.9656 38.0244 9.4841 

Test 2 0.8976 0.9032 0.9460 0.9491 71.8910 83.9554 

Test 3 0.7779 0.7946 0.8751 0.8856 21.9318 22.3152 

Test 4 0.7383 0.8144 0.8495 0.8977 137.3918 136.3861 

Test 5 0.7811 0.8845 0.8771 0.9387 11.3808 11.6315 

Test 6 0.9132 0.9242 0.9547 0.9606 126.2228 127.4576 

Average 0.8338 0.8757 0.9078 0.9329 67.8071 65.2050 

 
From Table 1, by taking the average of the JSC and DSC values for both models in 

segmenting the object’s boundaries in all mammography test images, it was observed that the 
average JSC and DSC values for the proposed model were 0.8757 and 0.9329, respectively, which 
were 4.78% and 2.69% higher than the average JSC and DSC values recorded in the GRSS model. 
It was also observed that the processing time for both models to obtain the final segmentation result 
was comparable.      
 
4.2 Segmentation of Chest X-ray Images 

Next, the performance of GRSS and the proposed TVSS models in segmenting the chest x-
ray images were compared. The results are illustrated in Figure 4. A similar observation as in the 
previous experiment in segmenting mammography images was observed where the segmentation 
curves generated by the proposed TVSS model were smoother compared to the GRSS model. This 
was mainly because the proposed model utilized the TV term which was capable of regularizing 
contours effectively compared to the Gaussian term applied in the GRSS model. The results were 
also compared quantitively by measuring their JSC, DSC and processing time as tabulated in Table 
2. 
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Benchmark GRSS TVSS 

 
 

    

(a) Test 7 (b) (c) (d) (e) 

 
 

    

(f) Test 8 (g) (h) (i) (j) 

 
 

    

(k) Test 9 (l) (m) (n) (o) 

 
 

    

(p) Test 10 (q) (r) (s) (t) 

 
 

    

(u) Test 11 (v) (w) (x) (y) 

 
 

    

(z) Test 12 (aa) (ab) (ac) (ad) 

 
Figure 4. Segmentation results from GRSS model and TVSS model in segmenting chest X-ray 
images 

 
 
 
 
 
 
 
 
 



 

67 

 

Table 2. JSC, DSC and Processing Time for Segmenting Chest X-ray Images 
 

Image 

JSC DSC Processing Time 

GRSS TVSS GRSS TVSS GRSS TVSS 

Test 7 0.7108 0.8355 0.8310 0.9104 16.5518 5.9613 

Test 8 0.7507 0.7766 0.8576 0.8743 8.7095 6.0210 

Test 9 0.7455 0.8650 0.8542 0.9276 16.6471 5.9322 

Test 10 0.7958 0.9250 0.8863 0.9610 16.7538 5.8816 

Test 11 0.7247 0.8751 0.8404 0.9334 16.7853 5.8733 

Test 12 0.7013 0.8755 0.8244 0.9336 17.3944 5.8171 

Average 0.7381 0.8588 0.8490 0.9234 15.4737 5.9144 

 
  As depicted in Table 2, By taking the average of the JSC and DSC values for both models 

in segmenting the object’s boundaries in all chest X-ray test images, certain patterns were observed. 
The average JSC and DSC values for the proposed model were 0.8588 and 0.9234, respectively. 
These values were 14.05% and 8.06% higher than the average JSC and DSC values recorded in 
the GRSS model. It was also observed that the proposed model was more efficient than the GRSS 
model, as it took less time to obtain the final segmentation result as compared to the GRSS model. 
 

 
5. Conclusion 

A new variational selective region-based ACM called the TVSS model was developed in this 
study. It combined the TV term with local image intensities. The EL equation was derived to ensure 
optimality and was subsequently solved using MATLAB. The TVSS model was compared to the 
GRSS model in terms of segmentation accuracy and efficiency. Segmentation accuracy was 
assessed using the average JSC and DSC values, while processing time was recorded to evaluate 
segmentation efficiency. All models successfully segmented the specified items visually, as indicated 
by the findings. However, the TVSS model was able to generate a smoother segmentation curve 
compared to the GRSS model. Additionally, the proposed TVSS model had the highest accuracy 
with a comparable processing time. The proposed TVSS model can be potentially commercialized 
by developing a software for image analysis that serves as a second eye to physicians or radiologists 
in interpreting a medical image for further decision. To enhance accuracy, the concept of saliency 
from references [28-29] can be included in future work.  
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 The United States (U.S.) plays an important role in the global 
economy, and the COVID-19 pandemic significantly affected the U.S. 
stock market. Over the past two decades, numerous studies have 
incorporated complex network analysis to analyze the stock market. 
However, there is a lack of study focused on identifying anomalies in 
the complex network structure of the U.S. stock market that could 
indicate impending financial crises. The main objective of this research 
is to implement complex network analysis in examining the changes 
in the network structures and centralities of the NASDAQ stock 
networks leading up to and during the initial phase of the COVID-19 
pandemic. The opening prices of the stocks under the NASDAQ index 
in the last two quarters of 2019 and the first quarter of 2020 were 
collected from Yahoo Finance. The collected data was parsed into 
edges lists which were then used to construct multiple stock networks. 
The structures of the stock networks were analyzed using topological 
metrics such as network density, average clustering coefficient, 
average path length, network centralizations, and modularity of 
community structure. The centrality scores of the stocks in the 
networks were calculated and they were ranked according to the 
scores. The results show abnormal values in the number of edges, 
network density, betweenness centralization, and modularity of the 
community structure during the initial phase of the COVID-19 
pandemic. However, no significant anomalies are observed in the 
average clustering coefficient, average path length, degree 
centralization, and closeness centralization. Meanwhile, degree 
centrality proves effective in identifying influential stocks, while 
closeness and betweenness centralities are found to be less suitable 
for this particular purpose in the networks used in this study. This 
paper provides insights into the changes within the stock market at 
both micro and macro levels around the financial crisis, where the 
anomalies serve as indicators of an impending financial crisis. 
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1. Introduction 
Complex network analysis or network science is an emerging research field dedicated to 

exploring the properties and features inherent in complex networks. In general, complex networks 
consist of nodes denoting distinct entities, and edges describing the relationship amid these entities. 
The nature of the nodes and their respective relationships varies across individual networks. For 
instance, in a communication network, nodes are defined as Twitter users, and edges are used to 
link the users mentioned in a tweet [1]. In a container transportation network, nodes represent ports 
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while edges denote the movements of vessels between ports [2]. Complex network analysis proved 
to be a feasible approach to providing insightful findings. For example, the optimization of electric 
power systems using complex network analysis can provide boosts in grid resilience in the event of 
a blackout [3]. On the other hand, the application of complex network analysis in managing water 
supply systems can reduce construction costs, while improving the service quality [4]. 

The United States (U.S.) holds an important position in the global economy. Thus, stock 
traders always need to closely analyze and respond to the U.S. stock market. The outbreak of 
COVID-19 had a profound effect on the U.S. stock market, sending momentous shock waves on 
indices such as the NASDAQ index, which is one of the primary stock indices in the U.S. 
Substantially, the interconnectedness of the U.S. stock market with the global financial system 
emphasizes the far-reaching effect of events such as the COVID-19 pandemic on stock markets.  

The stock market comprises a lot of frequently interacting stocks. Hence, it can be 
considered as a complex system. Numerous research works were dedicated to understanding the 
stock market through complex network analysis. By examining patterns in network properties, the 
underlying structure of stock markets can be revealed. Furthermore, influential stocks can be 
identified using network centrality for further analysis. Despite the feasibility of complex network 
analysis in studying stock markets, there is a lack of studies utilizing this approach to investigate the 
evolution of stock behavior under the NASDAQ index during financial crises. Studies indicate that 
the stock market behaves differently during financial crises [5], [6]. By understanding the changes 
within the stock market at both micro and macro levels, anomalies could be identified which then 
serve as indicators of an impending crisis. 

In this study, we propose the implementation of complex network analysis to examine the 
structure of the NASDAQ stock market leading up to and during the initial phase of the COVID-19 
pandemic. This involves the analysis of the changes in network structure via the network metrics, 
including network density, average clustering coefficient, average path length, network centralization, 
and modularity of community structure. Furthermore, we investigated the variation in the influence of 
individual stocks by assessing their centralities in the networks. 
 
 
2. Literature Review 

The crucial component of complex network analysis lies in the construction of the network 
of interest by defining the relationship between entities in a complex system. In stock networks, the 
entities are stocks and their correlation in terms of their prices or volumes will define the connections 
between them. One of the most used models to capture the correlations among stocks is Pearson’s 
correlation with threshold [7], [8]. 

Node centralities in stock networks can highlight the influential stocks in the networks. Wang 
et. al. [9] utilized PageRank to identify influential energy stocks under 30 China financial institutions. 
In a study on the Shanghai and Shenzhen stock markets, it was found that stocks with smaller market 
capitalization have more central positions in networks [10]. Similar phenomena can be observed in 
the Iranian stock market, where stocks with higher centralities have higher market capitalization and 
price fluctuation, as well as larger transaction volume [11]. Furthermore, Wang et. al. [12] investigated 
the correlation between centralities and financial indicators to find out the centralities that contribute 
the most to identifying influential stocks. 

Aside from centralities, by observing the changes in the network topology and structure, the 
behavior of the stock market could be unveiled [13], [14]. Huang et. al. [15] proposed a new indicator 
to detect subprime crisis, which has better performance than classical indicators such as degree and 
clustering coefficient. For financial network analysis, the changes in the distribution and average of 
the centralities in dynamic networks (i.e. networks that evolve through time) reveal the evolution of 
behaviors of the stock market during the financial crisis and normal periods [16]. Community structure 
within a network provides insights into the presence of stock clusters which can be focused on to 
avert potential damages to the entire stock market [17]. By using a modularity-based community 
detection method, Chen et. al. [10] categorized A-Share stocks by industries and measured the intra- 
and inter-industry connectivity of the stocks. Numerous research works suggested that stock 
complex networks exhibit scale-free properties, where the degree distribution follows a power law 
distribution [18] - [20]. Scale-free networks are complex networks that show a preferential attachment 
process. The main characteristic of this kind of network is the existence of “hub” nodes with 
exceptionally high degrees than the other nodes. 

Complex network analysis has been applied to the study of the U.S. stock market. Aslam et. 
al. [21] investigated the centralities of global stock market indices in the pre- and post-COVID-19 
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periods, and the results suggested that the U.S. index (DOW 30) did not lead global stock markets 
before or during the COVID-19 period. In a study of global stock market co-movement during the 
COVID-19, Huang et. al. [22] showed that the centrality rankings of the U.S. stock price index, based 
on degree centrality, betweenness centrality, closeness centrality, and eigenvector centrality, 
changed only marginally from 2020 to 2022. Furthermore, the U.S. maintained a stable position in 
the global stock market network throughout this period. 

Korkusuz et al. [23] analyzed volatility spillovers during financial crises using network 
centralities, showing that the U.S. was a major source of financial volatility during the Global Financial 
Crisis. Furthermore, this volatility remained significant during the COVID-19 Crisis, increasing the 
overall transitivity of the volatility network. Li and Pi [24] investigated the clustering coefficients and 
community structure within the complex networks of global stock indices. They found that the U.S. 
stock market exhibited regional clustering, particularly during financial crises. The correlation among 
global stock indices, including U.S. indices, increased during such periods. 
 
 
3. Methodology 

3.1 Data Collection and Network Construction 

Stock data of the stocks under the NASDAQ index were retrieved from the Yahoo Finance 
website using the “quantmod” package in R. Aside from the symbols and security names of the 
stocks, their daily opening prices from 1 July 2019 to 31 March 2020 were retrieved. In total, data for 
3063 stocks were collected. The cross-correlations between the stocks were calculated. Let 𝑥𝑖(𝑡) 

and 𝑥𝑗(𝑡) be the daily opening prices of stock 𝑖 and 𝑗, respectively, over the period 𝑡 = 0 to 𝑡 = 𝑛 − 1. 

The cross-correlation between the stocks with no time shift is defined as [25] depicted in Equation 
(1). 
 

𝑐𝑖𝑗 =
𝛴𝑡[(𝑥𝑖(𝑡) − 𝑥𝑖̅)(𝑥𝑗(𝑡) − 𝑥𝑗̅)]

√𝛴𝑡(𝑥𝑖(𝑡) − 𝑥𝑖̅)
2√𝛴𝑡(𝑥𝑗(𝑡) − 𝑥𝑗̅)2

 (1) 

 

where 𝑥𝑖̅ and 𝑥𝑗̅ are the means of the time series, and 𝑐𝑖𝑗 ranges from 0 to 1. 

Subsequently, stock networks were constructed by using cross-correlations, where the 
nodes represent stocks that are connected by edges if 𝑐𝑖𝑗, which serves as the edge weight, is a 

positive value. Due to the excessively high number of edges in the networks constructed without 

restriction in 𝑐𝑖𝑗, a winner-take-all approach is employed to reduce the networks. Specifically, three 

threshold values (T1 = 0.7; T2 = 0.8; T3 = 0.9) were chosen. Edges with weights (𝑐𝑖𝑗) less than the 

threshold values were removed from the networks. Furthermore, the stock dataset is divided into 
three periods, namely 2019_Q3 (2851 out of 3063 stocks) for 1 Jul 2019 to 30 Sept 2019 (quarter 3 
of year 2019), 2019_Q4 (2889 out of 3063 stocks) for 1 Oct 2019 to 31 Dec 2019 (quarter 4 of year 
2019), and 2020_Q1 (2923 out of 3063 stocks) for 1 Jan 2020 to 31 Mar 2020 (quarter 1 of year 
2020). Hence, nine stock networks that depict the cross-correlations of the stocks at various periods 
and cross-correlations threshold values were constructed: 2019_Q3_T1, 2019_Q3_T2, 
2019_Q3_T3, 2019_Q4_T1, 2019_Q4_T2, 2019_Q4_T3, 2020_Q1_T1, 2020_Q1_T2, 
2020_Q1_T3. Since there is no direction when defining the cross-correlations of the stocks, the stock 
networks are undirected and weighted. Gephi was used to visualize the stock networks. 

3.2 Network Theory 

The density of a network quantifies the proportion of the actual number of edges relative to 
the total possible number of edges in a network. For an undirected network, network density is 
defined as Equation (2). 
 

𝑁𝐷 =
2|𝐸|

𝑁(𝑁 − 1)
 (2) 

 
where |𝐸| is the number of edges while 𝑁 is the number of nodes in the network. The density of a 
network ranges between 0 and 1, with higher values indicating stronger interconnectedness between 
the nodes in the network. 
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The clustering coefficient measures the probability of connection between the neighboring 
nodes of a node. The local clustering coefficient of node 𝑖 in an undirected and weighted network is 
defined as [26] depicted in Equation (3). 
 

𝐶𝐶𝑖
𝑤 =

1

𝑠𝑖(𝑘𝑖 − 1)
∑

𝑤𝑖𝑗 + 𝑤𝑖ℎ

2𝑗,ℎ
𝑎𝑖𝑗𝑎𝑖ℎ𝑎𝑗ℎ (3) 

 

where 𝑠𝑖 is the strength of node 𝑖, 𝑎𝑖𝑗 is an element of the adjacency matrix (row 𝑖 column 𝑗), 𝑘𝑖 is the 

degree of node 𝑖, and 𝑤𝑖𝑗 is the weight of the edge connecting node 𝑖 and 𝑗. The average clustering 

coefficient of a network is the mean of the local clustering coefficients. It ranges from 0 to 1, with 
higher values indicating higher tendency of nodes in the network to cluster together. 

The average path length denotes the average number of steps that are required to move 
from one node to another in a network. It is calculated by averaging the lengths of the shortest paths 
between all pairs of nodes in the network [27]. The shortest path lengths in weighted networks can 
be calculated using Dijkstra's algorithm. The average path length offers a glimpse of the connectivity 
of the network. 

In general, the centralities of nodes quantify the importance of the nodes within a network. 
The degree centrality, closeness centrality, and betweenness centrality [28] are the most used 
centrality measures in complex network analysis. The centralities of node 𝑖 in an undirected and 
weighted network are defined as: 

 

Degree centrality: 𝐶𝐷(𝑖) = ∑ 𝑎𝑖𝑗𝑗 = 𝑘𝑖 (4) 

 

Closeness centrality: 𝐶𝐶(𝑖) =
𝑁−1

∑ 𝑑(𝑖,𝑗)𝑁
𝑗=1

 (5) 

 

Betweenness centrality: 𝐶𝐵(𝑖) = ∑
𝜎𝑗𝑘(𝑖)

𝜎𝑗𝑘
𝑖≠𝑗≠𝑘  (6) 

 

where 𝑑(𝑖, 𝑗) is the shortest path length between nodes 𝑖 and 𝑗, 𝜎𝑗𝑘 is the total number of shortest 

paths between nodes 𝑗 and 𝑘, and 𝜎𝑗𝑘(𝑖) is the number of shortest paths between nodes 𝑗 and 𝑘 that 

go through node 𝑖. Closeness centrality and betweenness centrality can be normalized to range 
between 0 and 1. Each centrality is interpreted differently. A node with a high degree centrality is 
important as it has a lot of connections. On the other hand, a node with high closeness centrality can 
swiftly interact with all other nodes in a network. Meanwhile, a node with high betweenness centrality 
plays a crucial role as a bridge that connects various components within the network. 

Centralization of a network is a network-level metric derived from the centrality scores of 
individual nodes, enabling the comparison of different networks. Essentially, when network 
centralization is high, there is a greater likelihood that a single node holds a central position within 
the network. Let 𝑋𝑖 be the degree, closeness, or betweenness centrality, the centralization is then 
defined as Equation (7). 
 

𝑋𝑔 =
∑ (𝑋∗ − 𝑋𝑖)

𝑁
𝑖=1

max ∑ (𝑋∗ − 𝑋𝑖)
𝑁
𝑖=1  

 (7) 

 
where 𝑋∗ = max(𝑋𝑖). 𝐷𝑔, 𝐶𝑔 and 𝐵𝑔 are used to denote degree, closeness, and betweenness 

centralities, respectively. 

The Leiden algorithm was implemented in the detection of communities in the networks [29]. 
Modularity (𝑄) was utilized to gauge the quality of the detected communities [30]. The value of 𝑄 

ranges from 0 to 1, with high 𝑄 values signifying a strong community structure within a network. 
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4. Results and Discussion 

4.1 Network Topological Metrics of the NASDAQ Stock Networks  

Table 1 depicts the changes in network metrics across different cross-correlation threshold 
values over consecutive periods, while the visualization of the 2019_Q3_T3, 2019_Q4_T3, and 
2020_Q1_T3 stock networks are depicted in Figures 1 to 3. 

Given that the threshold values determine the presence of edges between stocks in the 
networks, it is natural that the number of nodes and edges diminishes with an increase in the 
threshold value. Notably, changes in the number of nodes across the threshold values are marginal, 
except for a 26% reduction in the number of nodes during 2019 Q3 at the threshold value of 0.9. An 
interesting observation is the sudden surge in the number of edges during 2020 Q1, marking the 
initial phase of the COVID-19 pandemic. This increase is consistent across all threshold values. 
Specifically, the number of edges during 2020 Q1 surpasses that of 2019 Q4 by 2.8 times, 4.3 times, 
and 8.9 times at the corresponding threshold values. The onset of the COVID-19 pandemic brought 
about widespread market shock, inducing analogous responses among investors dealing with 
economic uncertainty. This collective reaction is reflected in the intensified connectivity among stocks 
during this period. 

The network densities observed in 2019 Q3 and 2019 Q4 are below 0.3, indicating a low 
level of interconnectivity among stocks during those periods. This suggests a lack of noticeable 
overall co-movement among the stocks. However, the advent of the COVID-19 pandemic 
significantly raises the network density in 2020 Q1, particularly at the threshold value of 0.9. The 
notable increase aligns with the substantial rise in the number of edges during this period. It can be 
observed from Figures 1 to 3 that the networks are getting denser with the increase in the number of 
edges connecting the nodes in the networks. 

 
Table 1. The statistics and network metrics of the stock networks at various periods and cross-

correlation threshold values. 
 

Networks 𝑵 |𝑬| 𝑵𝑫 𝑨𝑪𝑪 𝑨𝑷𝑳 𝑫𝒈 𝑪𝒈 𝑩𝒈 𝑸 

Threshold Value = 0.7 

2019_Q3_T1 2745 476353 0.126 0.687 1.801 0.338 0.349 0.163 0.367 

2019_Q4_T1 2856 868357 0.213 0.768 1.656 0.648 0.664 0.083 0.073 

2020_Q1_T1 2894 3336955 0.797 0.938 1.043 0.137 0.177 0.032 0.004 

Threshold Value = 0.8 

2019_Q3_T2 2549 224516 0.069 0.649 2.353 0.306 0.345 0.298 0.355 

2019_Q4_T2 2848 533450 0.132 0.766 1.886 0.731 0.699 0.099 0.043 

2020_Q1_T2 2863 2821094 0.689 0.896 1.194 0.215 0.263 0.034 0.007 

Threshold Value = 0.9 

2019_Q3_T3 1883 41482 0.023 0.572 3.367 0.241 0.319 0.528 0.310 

2019_Q4_T3 2834 166507 0.041 0.803 2.157 0.826 0.707 0.125 0.006 

2020_Q1_T3 2756 1653329 0.436 0.810 1.562 0.331 0.340 0.051 0.010 
Notes: 𝑁 and |𝐸| are the numbers of nodes and edges in the network, while 𝑁𝐷, 𝐴𝐶𝐶, 𝐴𝑃𝐿, 𝐷𝑔, 𝐶𝑔 and 𝐵𝑔 denote 

the density, average clustering coefficient, average path length, degree, closeness, and betweenness 
centralizations of the networks, respectively. 𝑄 is the modularity of the detected communities. 
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Figure 1. Visualization of the NASDAQ stock network during 2019 quarter 3 at the threshold value 
of 0.9 (2019_Q3_T3). The size of the nodes denotes the degree centrality score of the nodes. The 

nodes are colored by communities. 
 

 

 
 

Figure 2. Visualization of the NASDAQ stock network during 2019 quarter 4 at the threshold value 
of 0.9 (2019_Q4_T3). The size of the nodes denotes the degree centrality score of the nodes. The 

nodes are colored by communities. 
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Figure 3. Visualization of the NASDAQ stock network during 2020 quarter 1 at the threshold value 
of 0.9 (2020_Q1_T3). The size of the nodes denotes the degree centrality score of the nodes. The 

nodes are colored by communities. 
 

Although the average clustering coefficient is the highest in 2020 Q1, the increment is 
gradual over the periods. Specifically, at the threshold value of 0.9, the average clustering coefficient 
increases merely by 0.8% from 2019 Q3 to 2020 Q4. Given the diverse sectors encompassed by 
NASDAQ, including energy, financials, healthcare, technology, and telecommunications, it is 
foreseeable that stocks within the same sector form tightly knit clusters, showing strong 
interconnectedness within sectors. However, despite the tendency of stocks to cluster together due 
to the high average clustering coefficient, the low modularity scores (𝑄) of the identified community 
structure in 2020 Q1 indicate a diminished community structure during the economic turbulence 
caused by COVID-19. As displayed in Figure 1, the communities in the 2019_Q3_T3 network are 
distinguishable, with one cluster of stocks (purple) separated from the other clusters. On the other 
hand, all the stocks are tightly clustered together in the 2020_Q1_T3 network, with no clear boundary 
between the two detected communities (pink and green). Hence, in 2020 Q1, the co-movement of 
stocks is observed on an overall scale, rather than within sectors. Nonetheless, it is interesting to 
note that the community structure in 2019 Q4 is as weak as in 2020 Q1. Further investigation into 
the network structure of the stocks during this period is needed to gain insights into this observation.  

Examining the average path lengths of stock markets provides insights into the speed at 
which shocks spread across networks. In general, NASDAQ stock networks exhibit very small 
average path lengths, with the largest value reported at 3.367 for the threshold value of 0.9 in 2019 
Q3. Coupled with the relatively large average clustering coefficients in the corresponding networks, 
it indicates that the NASDAQ stock networks demonstrate a small-world property [31]. Stock 
networks with such property are more sensitive to systemic risk and demonstrate distinct co-
movements during financial crises. 

The exceptionally low betweenness centralization values across all threshold values in the 
stock networks emphasize the influence of COVID-19 on the stock market structure. In 2020 Q1, the 
market was decentralized in terms of betweenness centrality, with most stocks possessing similar 
betweenness centrality scores. This suggests that all sectors under NASDAQ were affected 
simultaneously during the initial phase of COVID-19, instead of spreading from sector to sector. In 
contrast, the changes in degree and closeness centralizations during 2020 Q1 are not as pronounced 
as those observed in betweenness centralization. The relatively low network centralization values 
across various threshold values and periods indicate that NASDAQ has a decentralized market 
structure. However, in 2019 Q4, degree, and closeness centralizations are relatively high, indicating 
the existence of a few stocks with a high number of connections that could rapidly influence a large 
portion of NASDAQ stocks. This can be observed in Figure 2, where there are 5 purple nodes which 
are significantly larger than the other nodes in the network. 
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4.2 Identification of Influential Stocks in the NASDAQ Stock Networks 

The degree centrality of stocks within the stock networks serves as a measure of their 
influence regarding the co-movement of stocks in the stock market. Table 2 shows the top 5 
NASDAQ stocks ranked by degree centrality. 
 
Table 2. The top 5 NASDAQ stocks ranked by degree centrality at various periods and cross-
correlation threshold values. The stocks are represented by their symbols. 

 

Rank 2019_Q3_T1 2019_Q3_T2 2019_Q3_T3 

1 TFII (1275) (Logistic) TFII (956) (Logistic) DTP (498) (Utilities) 

2 DTP (971) (Utilities) DTP (835) (Utilities) TFII (381) (Logistic) 

3 LNC (862) (Finance) CIT (617) (Finance) PUK (278) (Finance) 

4 FLS (854) (Industrials) MET (606) (Finance) NGVT (275) (Industrials) 

5 MET (849) (Finance) NGVT (603) (Industrials) CIT (269) (Finance) 

Rank 2019_Q4_T1 2019_Q4_T2 2019_Q4_T3 

1 BFYT (2457) (Finance) BFYT (2457) (Finance) BFYT (2457) (Finance) 

2 BPYU (2457) (Real Estate) 
BPYU (2457) (Real 

Estate) 
BPYU (2457) (Real 

Estate) 

3 BPYUP (2457) (Real Estate) 
BPYUP (2457) (Real 

Estate) 
BPYUP (2457) (Real 

Estate) 

4 PIPR (2457) (Finance) PIPR (2457) (Finance) PIPR (2457) (Finance) 

5 TFII (2457) (Logistic) TFII (2457) (Logistic) TFII (2457) (Logistic) 

Rank 2020_Q1_T1 2020_Q1_T2 2020_Q1_T3 

1 WTRG (2703) (Utilities) TFII (2585) (Logistic) TFII (2113) (Logistic) 

2 TFII (2697) (Logistic) QQQX (2536) (Finance) DIAX (2055) (Finance) 

3 MGU (2666) (Finance) CAPE (2532) (Finance) GDV (2053) (Finance) 

4 
IPG (2664) (Consumer 

Discretionary) 
GAM (2532) (Finance) AIR (2034) (Industrials) 

5 MORN (2664) (Finance) PIPR (2530) (Finance) DOV (2034) (Industrials) 
Notes: The first bracket in each cell denotes the degree centrality scores, while the second bracket denotes the 
sector. 

 
As shown in Table 2, TFI International Inc. (TFII), a logistics company, emerges as an 

influential stock across all threshold values and periods. This observation is reasonable considering 
the important role logistics plays in the supply chain, affecting various sectors and industries. 
Furthermore, a general trend is observed where stocks within the finance sector are influential during 
the periods investigated in this study, especially during the early phase of the COVID-19 pandemic 
(2020 Q1). 

Upon closer examination of the degree centrality scores for all stocks in 2019 Q4, it can be 
noticed that the top 5 influential stocks, namely Benefytt Technologies, Inc. (BFYT), Brookfield 
Property REIT Inc. - Class A (BPYU), Brookfield Property REIT Inc. - 6.375% Series A (BPYUP), 
Piper Sandler Companies (PIPR), and TFI International Inc. (TFII), possess higher degree centrality 
scores than the remaining stocks in the networks. This difference contributes to the relatively high 
degree centralization during 2019 Q4, as discussed in the previous subsection. Notably, the top 5 
influential stocks during 2019 Q4 remained the same across all threshold values. 

On the other hand, it can be observed from Table 3 that the highest closeness and 
betweenness centrality scores in all the stock networks are remarkably low (falling below 0.1), except 
the betweenness centrality of TFI International Inc. (TFII) in the 2019_Q3_T2 and 2019_Q3_T3 
networks, Immunovant, Inc. (IMVTU) in the 2019_Q4_T2 network, and Benefytt Technologies, Inc. 
(BFYT)  in the 2019_Q4_T3 network. This observation implies that even though stocks can be ranked 
based on closeness and betweenness centralities, they are not considered influential, given the low 
centrality scores during the periods examined in this study. 
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Table 3. The stocks with the highest closeness and betweenness centralities at various periods and 
cross-correlation threshold values. 
 

Networks Highest Closeness Centrality Highest Betweenness Centrality 

2019_Q3_T1 TFII (0.00029) TFII (0.08998) 

2019_Q3_T2 TFII (0.00025) TFII (0.21752) 

2019_Q3_T3 TFII (0.00026) TFII (0.49398) 

2019_Q4_T1 BFYT (0.00031) IMVTU (0.07384) 

2019_Q4_T2 BFYT (0.00031) IMVTU (0.10027) 

2019_Q4_T3 BFYT (0.00029) BFYT (0.10977) 

2020_Q1_T1 IPHI (0.00038) RFM (0.02560) 

2020_Q1_T2 BSTZ (0.00034) RFM (0.02590) 

2020_Q1_T3 TFII (0.00030) RFM (0.04658) 
Notes: The stocks are represented by their symbols and the values in the brackets represent the corresponding 
degree centrality scores 
 

 
5. Conclusion 

In this paper, the structure of the NASDAQ stock market and the co-movement behaviors of 
NASDAQ stocks around COVID-19 were analyzed through the lens of complex network analysis. 
The findings reveal abnormal values in the number of edges, network density, betweenness 
centralization, and modularity of the community structure during the early phase of COVID-19. While 
the average clustering coefficient, average path length, degree centralization, and closeness 
centralization do not exhibit distinctive anomalies during this period, they offer valuable insights into 
the intrinsic structure of the NASDAQ stock market. The application of various centralities on the 
NASDAQ stock networks indicates that degree centrality can effectively identify influential stocks, 
whereas closeness and betweenness centralities are less suitable for this purpose.  

For future research, it would be interesting to observe the structural changes in the NASDAQ 
stock market across different phases of COVID-19. Furthermore, extending this study to other stock 
markets such as S&P500 and Dow Jones could provide a more comprehensive understanding of the 
U.S. stock market during financial crises. 
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1. Introduction 

Default risk prediction is crucial as it helps to identify the financial condition of the firms [1] 
plus it assists the investors in acknowledging the firm's performance. Over the last decade, a variety 
of mathematical modelling methods have been initiated to estimate firms' default risk. Many 
categories of models can be separated based on the approach they take. The most well-known 
structural model of default risk, named KMV-Merton model, has been commonly used to forecast a 
firm's default. The KMV-Merton model has been used since the early period of credit risk modelling. 

The KMV-Merton model is a revision of the Merton model that varies in certain aspects. It 
provides an assessment of the likelihood of firms to default based on the ability of the firm equity 
holders to pay off their debts. Recent studies on the application of the KMV-Merton model include 
studies on the impact of COVID-19 on default risk [2], the default risk of internet finance companies 
[3], and the firm’s volatility estimation [4]. Other recent studies, such as [5] focused on improving the 
accuracy of the model. Besides the ability of the model to predict default in advance, there were 
discussions on the data implementation of the model in capturing enough data on default. This led 
to many modifications of the KMV-Merton model. It is said that the probability of default from the 
KMV-Merton model can only be calculated using some comparability analysis based on accounting 
data [6]. Others said that the KMV-Merton model is not a sufficient statistic for the probability of 
default [7].  

Therefore, in the previous literature, the KMV-Merton model was adapted into a statistical 
model to form a model to predict the likelihood of firms defaulting. Most studies concluded that the 
combination of the KMV-Merton model with the statistical models gives better default prediction (see 
[8]–[13]). From this combination also, the factors that contribute to a certain event were analyzed. 
For example, one said that the default probability from the KMV-Merton model contributes to the 
firm’s sector analysis [14], and tax arrears predict corporate bank loan defaults [15]. Among the 
studies, one of the statistical models used is the Discriminant Analysis (DA).  

The DA is a statistical technique used to evaluate the differences between each observation. 
It is the most direct form of a linear combination of utilised variables developed in 1936 by Fisher and 
can be viewed as predictive [10]. [16] is the pioneer of the univariate approach of DA in bankruptcy 
prediction. Then, [17] expanded it to a multivariate context and developed the Z-Score model. A 
variety of research comes from these, making the DA one of the widely used methods in predicting 
the financial distress of firms [18], [19]. The direct techniques and stepwise approaches are the two 
most often utilised strategies for developing discriminant models ([20]). 

In applying the statistical models, the authors [8]–[10], [12], [13] utilised the same 
independent variables encompass financial ratios to predict the probability of default of companies. 
Financial ratios are vital components in analysing the financial distress of firms [21]–[23]. A study 
found that financial ratios except for cash flow ratios have a significant impact on the firm’s probability 
of default [24]. Meanwhile, [25] found that return on assets, current ratio, debt to total assets ratio, 
sales to working capital ratio and cash flow to total assets ratio are statistically significant in predicting 
default. Apart from that, Debt Ratio, Total Assets Turnover, and Net Profit Margin are also found 
significant to financial distress [26].  

Nonetheless, the authors [8]–[10], [12], [13] used different approaches to define the 
dependent variables. Some used the information from financial statements [8], company rating [9], 
loan payment [10], the hybrid KMV-Merton and logistic score model [12] and a list of 
insolvent/distressed companies [13]. This study used a similar approach as [12], where the KMV-
Merton default probabilities are used to define the dependent variables. Since we are using the DA, 
we are not converting the KMV-Merton default probabilities into a logistic score as [12] did.  

Accordingly, this paper adapts the KMV-Merton default probabilities to be the dependent 
variable and selected financial ratios as the independent variables of the DA model to predict the 
default/non-default of Malaysian publicly listed companies. This study contributes to the obtaining of 
the discriminant function that can significantly differentiate between default and non-default of the 
firms.  In addition, the probability of default of the selected firms is estimated quarterly using the 
KMV-Merton model, instead of yearly as mostly done in the previous literature [3], [27], [28]. Lastly, 
the performance of the discriminant function obtained is evaluated in our study based on Type 1 and 
Type II errors.  

The rest of the paper is organized as follows. In Section 2, the data and the methodology 
used in this study to predict default and non-default firms are explained. Then in Section 3, the results 
are presented and discussed accordingly. Lastly, Section 4 concludes. 
 

    



 

83 

 

2. Data and Methodology 
This section explains the data, mathematical model and methods used to achieve the goal 

of this study. This includes an explanation of how default prediction is done using the KMV-Merton 
model and discriminant analysis. 

 
2.1 Data Description 

This study utilised 11-year financial data from six publicly listed Malaysian firms. Half of the 
firms were rated consistently from AAA to AA- and the other half were rated inconsistently from AA- 
to D. The data obtained is in the form of quarter data from 2009 to 2019. We used about 70% of the 
data from 2009 to 2016 as data training to obtain a discriminant function. The discriminant function 
obtained is then used to predict the default and non-default firms quarterly from 2017 to 2019, using 
the rest 30% of the data. 

The data collected for the default probabilities estimation are market capitalisation obtained 
from the DataStream, and short-term borrowing and long-term borrowing obtained from the quarterly 
report of the firms.  

The second type of data is for calculating the financial ratios of firms. The data collected for 
calculating the financial ratios of firms involving current assets, current liabilities, inventory, total 
liabilities, total assets, shareholders' equity, operating profit, interest expense, account receivables, 
net sales, and net profit. These quarterly data are obtained from the quarterly reports of the firms.  

 
2.2 Discriminant Analysis 

Discriminant analysis (DA) derives a linear combination of independent variables that 
discriminates between default and non-default firms from an equation that takes the following form 
[17]: 

 
𝑍 = 𝑎0 + 𝑎1𝑋1 + 𝑎2𝑋2 + ⋯ + 𝑎𝑁𝑋𝑁                                                         (1) 

 
where:  
Z is discriminant score, 
𝑎0 is coefficient (discriminant) weight, 

𝑎1, 𝑎2, . . . , 𝑎𝑁 are discriminant coefficients, 

𝑋1, 𝑋2, . . . , 𝑋𝑁 are discriminant variables. 
 

Based on [8], there are two methods widely used for the derivation of the discriminant model, 
which are the direct and stepwise methods. The difference between the two methods is based on 
model construction. The direct method is based on model construction, which means that the model 
is defined in advance and then used in DA. Meanwhile, the stepwise method is a method where a 
subset of variables is chosen. Five statistical methods can be chosen to undergo stepwise methods: 
Wilks' lambda [29], Unexplained Variance [30], Mahalanobis distance [31] and Smallest F ratio [32] 
[33].   

Wilks' lambda test can determine whether a link exists between the dependent variable and 
the explanatory variables [10]. It also tests the importance of the discriminant function by measuring 
differences between groups [34]. Wilks' lambda test values are always between 0 and 1. A value of 
1 indicates that the median is equal, and the most discriminating variable has a lambda value and 
significance level close to 0. A low lambda value indicates minimal intra-group Variance and, thus, 
substantial intergroup variation, resulting in a significant difference in class mean.   

The value of standardised discriminant function coefficients interprets the discriminant 
function. It is vital to examine the relative importance of the variables by analysing the absolute 
magnitude of the coefficient. The higher the standardised coefficient value, the more significant the 
contribution of the respective variable to the discrimination between groups [35]. This can be 
interpreted from the results of the standardised canonical discriminant function coefficients. Both 
studies from [10] and [11] show that the variable that gives the highest discriminant function 
coefficient is the most crucial variable to its discriminant function.   

 However, the results of interpretation of the coefficient value did not tell the values of the 
discriminant function that discriminant between the groups. This is where the group means are 
important. Group means are called centroids. The different values of the group centroids visualise 
how the function can discriminate between groups. This is presented by a study from [10] that shows 
the positive values of the group centroids determine that the firm is healthy, while negative values of 
the group centroids show that the firm is failing. The value of group centroids depends on the means 
of each group. Therefore, different studies obtained different values of group centroids.  
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 In summary, this study focuses on obtaining the discriminant function as in Equation (1) for 
default risk prediction. This study used Wilks' lambda which is a stepwise step to the DA 
done. Meanwhile, the default probability estimated from the KMV-Merton model is used to determine 
the Z-Score of Equation (1). 
  
2.3 KMV-Merton's Default Probabilities 

The probability of default (PD) is defined as the probability that the market value of an asset 
falls below the face value of debt at time t. [36] believed that the dynamic of market value (𝑑𝑉𝐴) of 
the underlying properties of the firm follows the Geometric Brownian Motion as follows: 
 

 𝑑𝐴 = 𝜇𝑉𝐴𝑑𝑡 + 𝜎𝑉𝐴𝑑𝑊                                             (2) 

where 𝑉𝐴 is the market value of the firm's asset, 𝜇 is the drift rate, 𝜎 is the volatility, and dW is the 
Wiener Process. Since the natural log of future asset values is distributed normally, the PD is 
estimated using the standard normal distribution function of inverse d as follows [8]: 

PD = 𝑁𝑂𝑅𝑀𝑆(−𝑑)                                   (3) 

for d being as distance to default, d that is computed by the following equation: 

 𝑑 = [𝑙𝑛(𝑉𝐴,𝑡) − 𝑙𝑛(𝐵𝑡) + (𝜇 − 0.5𝜎2)𝑇] 𝜎√𝑇⁄                            (4) 

where: 
𝐵𝑡 is the book value of a firm's liabilities at any time t defined as the summation of short-term and 
half of long-term borrowings. Here, the values of borrowings are the same each day unless there are 
changes in the quarterly report, 

𝑉𝐴,𝑡 is the daily market value of an asset at any time t defined based on basic accounting definition, 

firm's market capitalisation plus its book value of liabilities, 

 𝜇 is the expected firm's asset return calculated by finding the mean of the daily log return of the 
market value of the asset for each quarter,  

𝜎 is the asset volatility that calculated using the standard deviation of the daily log return of the market 
value of the asset. Then, the standard deviation is multiplied by the square root of the number of 

trading days, √63, to obtain quarterly volatility. The 63 days referred to the number of trading days 
in each quarter [37],  

T is time denoted as one quarter. 
 
2.4 Setting Up the Dependent and Independent Variables of the Discriminant Function 

 The dependent variable denoted by the Z-score given in Equation (1) is determined based 
on the PD estimated from the KMV-Merton model. Equations (3) and (4) are used to estimate the 
PD of the selected firms and are next categorised according to Table 1. 

 
Table 1.  Discriminant Score Z 

 

Firm's category PD  Z-score 

Non-default 0-0.49 0 

Default 0.50-1.00 1 

 
Meanwhile, the independent variables known by the discriminant variables (𝑋1, 𝑋2, 𝑋3,. . . , 𝑋𝑁) 

are represented by the financial ratios shown in Table 2.  
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Table 2. List of financial ratios and formulas [38] 
 

Variables Financial Ratios Formula 

 Current ratio Current assets / Current liabilities 

 Acid test ratio (Total current assets-inventory-prepayments) / Current 
liabilities 

 Debt ratio Total liabilities (total non-current liabilities and current 
liabilities / Total assets (total non-current assets and 

current assets) 

 Debt to equity ratio Total liabilities / Shareholders' equity 

 Time interest earned 
ratio 

Operating profit / Interest expense 

 Total assets turnover Net sales / Total assets (non-current assets and current 
assets) 

 Account receivables 
turnover ratio 

Trade receivables x 63 / Total net sales 

 Net profit margin ratio Net profit / Total net sales or revenue 

 Return on assets ratio Net profit / Total assets 

 Return on capital 
employed ratio 

Operating profit / Capital employed 

 
These are three criteria considered in the selection of ratios [9]: 
i. The financial ratios have been identified theoretically as indicators for determining default, 
ii. previously used in empirical work to predict insolvency, 
iii. and can be computed and determined conveniently from the researcher's database. 

 
2.5 Predicting the Firm's Default Risk 

SPSS Discriminant Analysis was employed to run 70% of the data, that is set up as explained 
in sub-section 2.4 to obtain a discriminant function as in Equation (1). The method used in this study 
is Wilks' lambda. It is a variable selection method in the stepwise discriminant analysis that chooses 
variables for the discriminant function. The KMV-Merton model and the discriminant function 
obtained from running the SPSS discriminant analysis are used to predict the default and non-default 
firms using the rest of 30% of the data.  

The prediction was done before and after the adaptation of the KMV-Merton model into the 
DA. Therefore, by using Equations (3) and (4), the PD of the firms is estimated and categorised as 
default or non-default according to Table 1. This represents the prediction before the adaptation was 
made. The next prediction is after the KMV-Merton model was adapted into the DA model, where 
the discrimination function Z-Score is obtained as in Equation (1). Here, the discriminant function 
consists of only significant independent variables. The Z-Score of the firms was calculated and 
classified into default and non-default groups according to one of the outputs from the SPSS 
discriminants analysis, which is called functions at the group centroids. Group centroids indicate the 
mean values for the discriminant functions (Z-score) for a group. Therefore, the Z-Score calculated 
from the discriminant function that is near the centroid is said to belong to that group.  

 After that, the performance of each prediction is determined based on Type I and Type II 
errors. Type I error is defined as incorrectly classified default firm as non-default, while Type II error 
is defined as incorrectly classified non-default firm as default [39]. All these are expressed in formulae 
as follows [40]: 
 

           Accuracy (%) = 
𝐶𝑑

𝑇𝑑
+

𝐶𝑠

𝑇𝑠
                                                    (5) 

 

Type I error (%) = 1 −
𝐶𝑑

𝑇𝑑
                                        (6) 

 

   Type II error (%) = 1 −
𝐶𝑠

𝑇𝑠
                                         (7) 

 
where 𝑇𝑑  is the actual number of default firms, 𝑇𝑠 is the actual number of non-default firms, 𝐶𝑑 is the 

number of correctly predicted default firms, and 𝐶𝑠 is the number of correctly predicted non-defaulted 
firms. In actual cases, the default and non-default firms are determined based on the ratings available 
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for the firms. Specifically, firms with a rating between AAA to BBB- are considered non-default, while 
B+ to C is considered as default. 
 
 
3. Results and Discussion 

This section discusses the results obtained from the study. It involves a discussion of the 
results from the data descriptive, discriminant analysis using SPSS, and performance before and 
after the combination of the KMV-Merton model in the discriminant analysis model. 
 
3.1 Descriptive Statistics  

Table 3 shows the data descriptive for estimating firms' default probabilities using the KMV-
Merton Model. 

 
  Table 3. The data descriptive for the default probabilities estimation 

 

 N Minimum Maximum Mean Standard Deviation 

Market  
capitalisation 

264 73.956 94871.726 15994.516337 23929.833735 

Short term 
borrowing 

264 0 14855.141 8584.735807 1870.898180 

Long term  
borrowing 

264 0 11386.399 1617.181595 2908.022436 

 
Meanwhile, Table 4 shows the descriptive data of the financial ratios used in the Discriminant 

Analysis. 
Table 4. The data descriptive for the financial ratios 

 

 N Minimum Maximum Mean Standard Deviation 

Current asset 264 10.8461 15109.329 2392.763383 339.8933931 

Current  
liabilities 

264 6.3043 10956.308 1724.949362 2757.31698 

Inventory 264 .6789 1935.419 148.9530682 265.8803581 

Total 
liabilities 

264 44.0111 19652.028 3639.699565 5707.969253 

Total assets 264 69.7051 56155.899 9529.74627 16315.067939 

Shareholders' 
equity 

264 24.9468 16763.5 2556.981929 3954.369202 

Operating 
profit 

264 -1651.89 2040.89 85.23968106 261.7806059 

Interest  
expense 

264 -.943 1995.714286 22.83984718 131.70429 

Account  
receivables 

264 2.393 5246.37 651.2074602 114.5255567 

Net sales 264 2.981 4889.12 547.1006371 993.0591672 

Net profit 264 -409.777 1695.973 87.97215492 237.2578048 

 
In Tables 3 and 4, we have 264 samples for each type of financial data of firms.  The data with 

the lowest and highest mean are the interest expense and market capitalization, respectively. 
Greater standard deviation in the data shows greater variations in the samples.  This means the 
spreads of each data distribution from the mean are all high, with the most found in the data of market 
capitalization and the least in the data of account receivables.  
 
3.2 Tests of Equality of Group Means and Stepwise Statistics 

The purpose of the equality test is to prove the significant differences between non-default 
and default groups on each of the independent variables. The output from this test can be seen in 
Table 5. Stepwise statistics show the steps taken for the selection of variables that are included in 
the analysis. The method chosen for stepwise statistics is Wilks’ Lambda. It allows one to select the 
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variables that will be entered in the discriminant function. The result from this stepwise statistic is 
given in Table 6. 
 

Table 5. Tests of Equality of Group Means 
 

Discriminant Variables  Wilks' lambda F df1 df2 Sig. 

 0.994 1.134 1 190 0.288 

 0.993 1.398 1 190 0.239 

 0.999 0.163 1 190 0.687 

 0.993 1.385 1 190 0.241 

 1.000 0.015 1 190 0.902 

 1.000 0.019 1 190 0.891 

 0.992 1.471 1 190 0.227 

 0.941 11.982 1 190 0.001 

 0.883 25.116 1 190 0.000 

 0.883 25.112 1 190 0.000 

     
Table 5 shows which ratios are considered the most discriminating variable between the non-

default and default groups. It also tests the null hypothesis that the group means are equal across 
all dependent variables. If Wilk’s lambda is smaller than the critical value, then the null hypothesis 
can be rejected. The variables X8, X9, and X10 show significant differences in Wilk’s lambda and F-
values, leading to the rejection of the null hypothesis. These variables present higher values of F's 
and lower values of Wilks's lambda. The significant value (Sig.) that is close and equal to 0 also 
indicates that these variables are significant to the discriminant function. This is parallel to Table 6 
where both X8 and X9, have a high tolerance of 0.931, near 1. It proves that these variables contribute 
high information to the discriminant function model. Although X10 gives a high correlation to the 
discriminant function, we found that X10 and X9 are detected with multicollinearity in the pooled within-
groups matrices test. Therefore, one of the variables must be removed to avoid potential problems 
in the prediction.    
 

Table 6. Variables in the Analysis 
 

Step Tolerance F to Remove Wilks' Lambda 

1  1.000 25.116  

2  .931 16.918 .883 

 .931 4.345 .941 

  

3.3 Test of Homogeneity of Covariance Matrices 

Tests of homogeneity of covariance matrices include the outputs from Tables 7 and 8. This 
test is conducted to show whether the covariance matrices are equivalent or not. It can be evaluated 
through the null hypothesis. 
 

Table 7. Log Determinants 
 

Default Probability Rank Log Determinant 

Non-default 2 20.062 

Default 2 22.781 

Pooled within-groups 2 20.233 
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Table 8. Test Results 
 

Box's M 21.683 

F Approx. 5.883 

df1 3 

df2 553.242 

Sig. 0.001 

 
Table 7 presents the log determinants for the group's covariance matrix and the pooled 

within-group covariance. The Default group shows the highest log determinant value, indicating a 
difference in its covariance matrix. This is supported by Table 8. Table 8 tests the null hypothesis 
that the covariance matrices do not differ between groups formed by the dependent variables. The 
null hypothesis is that if the significance is greater than 0.05, the covariance matrices are equal (H0), 
and if the significance is less than 0.05, the covariance matrices are not equal (H1). Table 8 shows 
the high value of Box's M, which is 21.683, and the significance (Sig.) of F tends to be 0, which is 
less than 0.05. According to [10], the Box's M values must be high, and the significance of the F must 
be near 0 for the analysis to be valid, which is to be unequal in covariance matrices. Thus, this study 
rejects the null hypothesis of equal covariance matrices. In addition, the amount of "Rank" in Table 
7 represents two significant independent variables that can be used for the discriminant function 
model.  
 
3.4 Summary of Canonical Discriminant Function 

In summary of the canonical discriminant function, five outputs are obtained, and they are 
presented in Tables 9-14. 
 

Table 9. Eigenvalues 
 

Function Eigenvalue % of Variance Cumulative % Canonical Correlation 

1 0.158 100.0 100.0 0.370 
Note: Function 1 canonical discriminant functions were used in the analysis. 

 
Table 9 provides information on the discriminant functions produced. Eigenvalue indicates 

the measure of association between the discriminant function and the dependent variable. A higher 
eigenvalue (near 1) displays a stronger discriminant function model. Like the canonical correlation, 
the value that is near to one presents a better discriminant function model [10]. In this study, the 
canonical correlation is 0.370, and the eigenvalue of 0.158, which is not extremely high. However, 
this model is statistically significant based on Table 10. Hence, it can still be considered a good model 
[11]. 

 
Table 10. Wilks’ lambda 

 

Test of Function(s) Wilks' lambda Chi-square df Sig. 

1 0.863 27.762 2 0.000 

 
Table 10 shows Wilks' lambda of the discriminant function. The closer Wilks' lambda value 

to 0 illustrates the higher quality of the model [10]. Here, the discriminant function model could be 
better based on the Wilks' lambda 0.863. However, the discriminant function is said to be able to 
discriminate the groups based on the significant value (Sig.) at 0.000. 
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Table 11. Structure Matrix 
 

Discriminant Variables  Function 

1 

 .914 

 .913 

 .631 

 .387 

 -.212 

 -.159 

 -.046 

 .019 

 -.015 

 -.012 
Note: Pooled within-group correlations between discriminating variables and standardised canonical 
discriminant functions. Variables are ordered by the absolute size of correlation within the function. (a) indicates 
the variables that are not used in the analysis. 

 
Table 11 provides the structure matrix, which illustrates the importance of correlations 

between discriminant variables and discriminant function. By ignoring the variables that are not used 
in the analysis, X9 presents the highest absolute size of correlation within functions, followed by X8. 
Hence, X9 is considered the most important variable in determining the firm's default risk, followed 
by X8. Thus, it is confirmed that X8 (net profit margin ratio) and X9 (return on assets ratio) are suitable 
independent variables for the discriminant function of the model.  

 
Table 12. Canonical Discriminant Function Coefficients 

 

Selected discriminant variables Function 

1 

 .009 

 .001 

(Constant) -.301 
Note: Unstandardised coefficients. 

 
Table 12 presents the list of coefficients of the independent variables X8 and X9. These are 

used to form an unstandardised discriminant function expressed as: 
 

 𝑍 =  −0.301 + 𝑋8 ∗ 0.009 + 𝑋9 ∗ 0.001             (8) 
 

Equation (8) represents the discriminant function Z-score, which is the result of the 
adaptation of the KMV-Merton model and financial ratios into the DA. It is used in this study to make 
predictions on default and non-default groups. 
 

Table 13. Functions at Group Centroids 
 

Default Probability Function 

1 

Non-default -.065 

Default 2.420 
Note: Unstandardised canonical discriminant functions evaluated at group means. 

Table 13 displays the average Z value of the discriminant function. It indicates that the value 
of functions at group centroids for non-default firms is at -0.065, and the centroids for default firms is 
at 2.420. Therefore, when the Z-value in Equation (8) of the firm is negative, the firm is predicted to 
be a non-default firm, while when the Z-value obtained is positive, the firm is predicted to default. 
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Table 14. Classification Results 
 

     Predicted Group Membership Total 

Non-default Default 

Originala Count Non-default 174 13 187 

Default 2 3 5 

% Non-default 93.0 7.0 100.0 

Default 40.0 60.0 100.0 

Cross-validatedb,c Count Non-default 69 1 70 

Default 2 0 2 

% Non-default 98.57 1.43 100 

Default 100 0 100 
a. 92.2% of original grouped cases were correctly classified. 
b. Cross-validation is done only for those cases in the analysis. In cross-validation, each case is classified by 
the functions derived from all cases other than that case. 
c. 92.2% of cross-validated grouped cases are correctly classified. 
 

Table 14 summaries the performance of the discriminant function (8) to classify the two 
groups, default, and non-default firms, based on the trained data. Out of 187 cases, 174 were 
correctly predicted as non-default, and 13 were incorrectly predicted. In the meantime, only three 
were correctly predicted for the default group out of 5. This produces a higher accuracy of about 93% 
for the non-default group compared to 60.0% for the default group. 
 
3.5 Default Risk Prediction 

The default and non-default of the selected firms are predicted at first using the KMV-Merton 
model and next using the discriminant function model in (8). This discriminant function represents 
the adaptation of the KMV-Merton model into the DA. Afterwards, the performance of each prediction 
is compared according to the percentage of accuracy, Type I and Type II errors calculated based on 
Equations (5), (6), and (7). The results are presented in Tables 15 and 16. 
 

Table 15. Prediction Results 
 

Model  
  

Predicted  Total 

Non-default Default 

Discriminant Function Actual Non-default 47 1  48 

Default 22  2 24 

KMV-Merton  Actual Non-default 46 2  48 

Default 24  0 24 

 
Table 16. The accuracy, Type I, and Type II errors 

 

 KMV-Merton Model Discriminant Function  

Accuracy (%) 63.89 68.06 

Type I error (%) 100 91.67 

Type II error (%) 4.17 2.08 

 
Tables 15 and 16 show that both the KMV-Merton model and the discriminant function can 

predict the non-default group well compared to the default group. This is shown as the percentage 
of incorrectly predicted for the non-default group (Type II error) is extremely low than the default 
group (Type I error). This is contrary to the study done by [39] where Type I error is found lower than 
Type II error.  Higher Type I error is due to the unequal data between the non-default and default 
groups that lead to a potential bias in the data-trained model, as shown in Table 14. Therefore, the 
discriminant function tends to be more biased in predicting the non-default group and causes high 
errors in the default group prediction. Overall, the accuracy for both the KMV-Merton model and the 
discriminant function is low. However, the discriminant function gives higher accuracy in prediction 
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than the KMV-Merton model. This means that the addition of two financial ratios (X8 and X9) into a 
discriminant function may improve the KMV-Merton model performance to predict default risk. 

 
 
4. Conclusion 

Several studies have been conducted previously in the field of firm default prediction. In this 
study, the non-default and default firms are predicted quarterly. It gives a more detailed focus on the 
firm's financial performance as it evaluates through quarters. Essentially, the default prediction is 
done based on the combination of financial ratios and default probability of the KMV-Merton model 
in the discriminant analysis (DA) model.  

This combination leads to a discriminant function with net profit margin (NPM) and return on 
asset (ROA) as its determinant variables. NPM and ROA are found significant (p-value = 0) in 
discriminating the default/non-default of the firms with Wilks's lambda = 0.941, F(1,190) = 11.982 for 
NPM and Wilks's lambda = 0.883, F(1,190) = 25.116 for ROA. Although the return on capital 
employed ratio is also found significant, it is detected with multicollinearity in the pooled within-groups 
matrices test.  

In the discriminant analysis, the discriminant function failed to classify the default group well 
due to the 60% accuracy compared to the 93% accuracy of classifying the non-default group. This 
may be due to the limited and imbalanced data on default firms in the data training process. This 
makes the discriminant analysis model biased in making predictions to a majority non-default group. 
Plus, the eigenvalue and canonical correlation of the discriminant function are low at 0.158 and 0.370, 
respectively. However, the discriminant function could be better as it can discriminate the groups 
based on Wilks’ lambda = 0.863 and p-value at 0.000. 

In addition, we found that the accuracy of predicting default using the combination of the 
KMV-Merton model and financial ratios in the DA (68% accuracy) is slightly higher than using the 
KMV-Merton model alone (63% accuracy).  This is also supported by the lower values of Type 1 and 
Type II errors for the discriminant functions compared to the KMV-Merton model. Hence, the 
adaptation of KMV-Merton’s default probabilities and financial ratios in the DA model is said to be 
able to improve the firms' default prediction. 

In future research, the model could be improved as more data on default firms are included 
in the samples. Nevertheless, data acquisition on default firms has been limited due to several 
factors. In the alternative, the group classification may be redefined in future works to obtain an equal 
distribution for each group. 
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 This study addresses the problem of determining equilibrium and 

stability in ecosystems where species compete for the same resources, 

as outlined by the principle of competitive exclusion. It is often 

challenging to ascertain the rate at which exclusion happens and 

whether species can coexist in competitive environments. To discover 

these issues, the study investigates the competitive interactions 

between lions (Panthera Leo) and leopards (Panthera pardus) in the 

Sabi Sand Game Reserve, South Africa, focusing on whether the 

dominant competitor, lions, limit the population and distribution of 

leopards. Using the Lotka-Volterra Competitive model, the research 

compares numerical solutions obtained through Euler and Runge-

Kutta Fehlberg (RKF) methods. It also examines how carrying 

capacity and initial conditions influence equilibrium and stability in 

this competition. Data on dietary overlaps between lions and leopards 

were used to test their competitive dynamics, with lions targeting 

larger prey and leopards focusing on smaller prey. The findings 

indicate that the RKF method provides more accurate approximations 

than Euler's method, with leopards showing a higher carrying 

capacity and greater resilience in the face of competition from lions. 

This indicates that leopard populations are less affected by lion 

presence. The study emphasizes the role of carrying capacity in 

species survival during competition and highlights the utility of 

numerical methods for predicting competition outcomes without 

extended experimentation. These findings contribute to wildlife 

management strategies, particularly in efforts to restore large 

carnivores in ecosystems, and improve understanding of competitive 

exclusion in ecological systems. 
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1. Introduction 

The Lotka-Volterra equation is used to interpret population dynamic in which two organisms 
interact in one of two ways, either competing for shared resources or associated with a prey-predator 
system. This study focuses on competitive interaction between two different species solved by 
Competitive Lotka-Volterra model. Species interactions can be classified into two distinct groups 
whether interspecific interactions or intraspecific interactions. Interspecific interactions are 
interactions between two species while intraspecific refers to the interactions between two individuals 
of the same species. The Competitive Lotka-Volterra equation is a simple model used to solve 
population dynamics of species competing for shared resources. Competition can be defined as a 
direct or indirect interaction of organisms that leads to changes in fitness when organisms share the 
same resources [1]. 

If natural resources are insufficient to sustain both populations, population growth and 
survival may be impacted [2]. Consequently, an ecosystem's population may be wiped out. There 
are equations that are often very difficult to solve analytically. Numerical methods can be used to 
derive approximate solutions to process models for which analytical solutions are unavailable [3]. 
Therefore, this study systematically analyzes and compares the exact solution of the numerical 
solutions obtained by the Euler and Runge-Kutta Fehlberg (RKF) methods on the Lotka-Volterra 
Competitive model. These two techniques will be compared to determine which method solves this 
model most effectively. 
 
 
2. Literature Review 

The Lotka-Volterra competition model is a set of mathematical equations used to describe 
the dynamics of two species that are competing for the same limited resources in an ecological 
community. These equations describe how the populations of the two species change over time in 
response to their interactions. According to Seytov et al. [4], Lemos-Silva et al. [5], Akjouj et al. [6], 
the Lotka-Volterra dynamical system is a set of two autonomous and nonlinear differential equations 
that describe the interaction between two species - the prey and the predator - and how it influences 
the growth of both populations. The system is important for studying population dynamics because 
it provides a mathematical model for understanding the dynamics of prey-predator relationships in 
an ecosystem. 

In this study, two numerical methods, the Euler Method and the Runge-Kutta-Fehlberg (RKF) 
Method, are applied to solve the model. A numerical solution approximates the solution of a 
mathematical equation. It is often used where analytical solutions are hard or impossible to get. 
Euler’s method is a first-order numerical procedure for solving ordinary differential equations (ODEs) 
with a given initial value. It is a basic explicit method for numerical integration of ODEs [7]. It is the 
first numerical method for solving initial value problem (IVP) and serves to illustrate the concepts 
involved in the advanced methods. The RKF method is an algorithm in numerical analysis for solving 
ODEs with adaptive step sizes to balance accuracy. The RKF method is derived from the calculation 
of two Runge-Kutta (RK) methods of a different order, where subtracting the results from each other 
can obtain an estimate of the error [8], [9].  

Recently, many researchers applied numerical experiments using different schemes to 
explore competition of dynamics and coexistence among biological populations [10-12]. Razali et al.  
[13] employed various numerical methods, such as Euler, Taylor Series, and Runge-Kutta (RK) 
methods, to understand the effect of interspecific competition, and found that the RK method 
provided the most accurate approximation of the orbit's behaviour. Paul et al. [14] conducted a 
comparison between the RKF method and the Laplace Adomian Decomposition Method (LADM) 
applied to the Lotka-Volterra model. The results indicated that the RKF method exhibited higher 
accuracy and reliability in solving differential equation models related to population dynamics.  

Previous research by Chandra et al. [15], Han [16] has used the methodology known as 
Heun’s and Euler’s method, which incrementally approximates the solution to two differential 
equations using first-order derivatives starting from initial conditions. The increments used are small 
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to ensure high accuracy. Euler’s method is a first-order numerical procedure for approximating 
differential equations given an initial value. 

Paul et al. [8] stated that RKF method could be used as a numerical approximation in a wide 
range of deterministic and stochastic, linear and nonlinear problems in physics, biology, and 
chemistry [17] conducted a numerical experiment to illustrate the competitive dynamics between two 
species using an invasive difference scheme and found that strong competition between two 
populations with low growth rates and large diffusion coefficients would lead to the extinction of the 
weaker population. studied the asymptotic behavior, and the number of coexistence equilibria is 
shown by a saddle-node bifurcation of the level of resource under conditions on competitive effects 
relative to the associated growth rate per unit of resource. Analysis in this research proved that the 
key factor of the competition outcome is the relation between intraspecies and interspecies 
interference effects and sometimes the resource level importance. Extinction in the Lotka-Volterra 
model has been studied to show the extinction time scale has a power law which depends on the 
population size. Previous research considers two herbivorous species, rabbits and sheep, competing 
over a limited amount of food supply [18]. 
     This research’s main objective is to assess and compare the effectiveness of two numerical 
methods, the Euler and RKF methods, in solving the Lotka-Volterra competitive model. The research 
focuses on the application of these numerical techniques to analyze mathematical models like the 
Lotka-Volterra competitive model. To conduct this analysis, the researchers will draw upon data from 
a study that explored competitive interactions between two prominent top predators, namely lions 
(Panthera leo) and leopards (Panthera pardus) observed in the Sabi Sand Game Reserve, South 
Africa, spanning the years 2010 to 2015 [19]. The emphasis will be on determining the species' 
stability and equilibrium, and it will also determine whether the species can achieve a stable 
equilibrium or undergo competitive exclusion. 

 
 

3. Methodology 
This study used data from Manaf et al. [9] to examine competitive interactions between two 

top predators, lions (Panthera Leo) and leopards (Panthera Pardus). Nutritional data obtained 
concurrently on the two species were used to determine if lions, as the dominant competitor, would 
limit the distribution and abundance of leopards. The initial populations of both predator species were 
254 lions and 355 leopards, and the population growth was observed based on monthly counts of 
individual lions and leopards known to be alive in the study area. The Euler and Runge-Kutta-
Fehlberg (RKF) methods will be applied for solving the Lotka-Volterra Competitive model and 
subsequently results will be compared with the exact solutions.  

3.1 Exact Solution 
Growth of population with logistic equation from Lotka-Volterra model are given by: 
 

 1
 

= − 
 

dx x
rx

dt K
 (1) 

 

where ( )x t  is the mean density (in individuals) at time t (in months), r is the instantaneous rate of 

increase (birth/deaths), and K is the carrying capacity. Assume constant K  and r , linear density 
dependence, no time lags, no migration, no age structure, and limited resources. This equation is to 

determine K  and r  values with simple iterative process for lions and leopards. 
 
The solution for the initial condition can be determined by solving equation (1), which gives: 
 

 ( )1
1 ( 69)

69

rt

K
x

e K−

=

+ −
 

(2) 

 

to utilize equation (2), values for K  and r  can be determined through a process of curve fitting by 
referring Figure 1 and Figure 2. The fit is reasonable for: 

 

Species 1 is lions (Panthera Leo) where K 85.4648= and r 0.2168= : 
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Figure 1. Curve Fitting for growth of lions 
 

 

Species 2 is leopards (Panthera Pardus) where K 88.4648=  and r 0.0177= : 

 

 
 

Figure 2. Curve fitting for growth of leopards 
 

By analyzing Figures 1 and 2, values of r and K  for both species can be obtained through 
the application of the best fit of the fitting curve. This process is facilitated using Mathematica 13.2 

software. The values of r and K will then be utilized to compute the exact solution using Equation 
(2). Subsequently, these determined values will be inserted into Equation (1) to implement the 
numerical methods, namely the Euler and RKF methods. 

3.2 Euler Method 
Euler method is the simplest one-step method which uses the concept of local linearity to 

join multiple small line segments so that they make up an approximation of the actual curve of y

versus t . Euler formula can be written as: 

 

 1 0 0 0( , )y y hf x y= +
 (3) 

   

with the initial values are 0 0=x  and 0 0=y . The step size is h 1=  as it represents observation time. 

Data are taken in an average per month, every month through almost 6 years from 0 until 64 months. 

3.3 Runge-Kutta-Fehlberg (RKF) Method 
RKF method is a one-step algorithm method with an adaptive step size which automatically 

organizes the step size as a recompositing to the calculation truncation errors [5]. 
 
 



 

Consider the following system of thi  equation with the initial value problem: 
 

 
1

0 0

'( ) ( , ...., );

( )

i n

i

y t f t y y

y t y

=

=
 

(4) 

where i = 1, 2…n. 
 
The equation solves the initial value problem using RK methods of order 4 and order 5. By 

the first definition: 
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(5) 

 

where h  is step size, it  is time, and 
1 2 6, ,.....,k k k  is every step of accuracy test. 

Then, an approximation to the solution of initial value problem is made using RK method of 
order 4: 
 

 1 1 3 4 5

25 1408 2197 1

216 2565 4101 5
i iy y k k k k+ = + + + −

 
(6) 

 
A better value for the solution is determined using RK method of order 5: 
 

 1 1 3 4 5 6

16 6656 28561 9 2

135 12825 56430 50 55
i iz y k k k k k+ = + + + − +

 
(7) 

 
Calculation is repeated by using those values. 

3.4 Lotka-Volterra Competitive Model 
The Lotka-Volterra competitive model is a set of equations that defines how two species 

interact in a competitive environment. Research from Manaf [9] stated that the Lotka-Volterra model 
of interspecific competition is based on two other models of population growth, namely the 
exponential growth and logistic sigmoid growth models. 

 

 

1 1 1 12 2
1 1

1

( ) ( )
( )

dN k N t N t
r N t

dt k

 − −
=  

   

2 2 2 21 1
2 2

2

( ) ( )
( )

dN k N t N t
r N t

dt k

 − −
=  

   

(8) 

 

where, N  represents the population density of species for lions and leopards. The term r  represents 

the instantaneous rate of increase of both species and K represents the carrying capacity of the 

species. The parameter 21  represents the per capita effect of lions on the population growth of 

leopards’ species and 12  represents the per capita effect of leopards on the population growth of 

lions. Equation (8) must be solved numerically using the Mathematica 13.2 software because an 
exact analytical solution would take a long time to obtain. 

.  
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4. Results and Discussion  
Logistic equations for the population of lions and leopards tested using numerical 

approximation methods (Euler and RKF methods) are shown as below. Based on Figures 3 and 4, 
the graph shows that RKF method values are more accurate than Euler method values because the 
RKF curve is closer to the exact solution curve. For solving the Lotka-Volterra competitive model, it 
was found that the RKF method is more reliable than the Euler method and this is applicable to both 
species. 
 

 
Figure 3. Numerical approximation graphs for lions’ logistic curve      

 

 

                    Figure 4. Numerical approximation graphs for leopards’ logistic curve 
 

  Table 1. The Mean Absolute Error (MAE) for lion and leopard 

Method Euler Runge-Kutta Fehlberg 

Lion 0.1148731077 0.0001373077 

Leopard 0.0022830769 0.0019056154 

 
Table 1 presents a comparison of the Mean Absolute Error (MAE) values for the Euler 

method and the Runge-Kutta Fehlberg method for these two species. These findings suggest that 
the Runge-Kutta Fehlberg method is generally more precise than the Euler method. 

Figures 5 and 6 show a close-up of the comparison between the exact solution and Euler 
and RKF methods to compare the accuracy among these two numerical methods. Via the equilibrium 
and stability tests, this study unveiled four possible cases in the competition dynamics. Case I, 
species one winning; case II, species two winning; case III, the existence of an unstable equilibrium; 
and case IV, the coexistence of both species. 



 

 

 
Figure 5. Comparison of numerical approximations for lions 

 

 
Figure 6. Comparison of numerical approximations for leopards 

 
 

Case I: 2
1

21

K
K


 and 1

2

12

K
K


 , and for Case II is 

1
2

12

K
K


  and 1

2

12

K
K


 . 

 
Figure 7 below shows that the lions’ isocline is above and to the right of the leopards. As a 

result, the leopards are driven to extinction, and the lions’ population increase until they reach it 

carrying capacity 
1( )K . This stable equilibrium signifies that the lions consistently outcompete the 

leopards, resulting in the competitive exclusion of the leopards by the lions. While Figure 8 shows 
that the isocline of leopards is above and to the right of the isocline of lions. Leopards always 
outcompete lions in this situation, and lions are competitively excluded by leopards. 
 

            
Figure 7. Case I (Species 1 wins)                              Figure 8. Case II (Species 2 wins) 
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2
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
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Figure 9 shows the isoclines of both species cross one another. The carrying capacity of 

lions 
1( )K is higher than the carrying capacity of leopards divided by the competition coefficient 2

21

( )
K



. Besides, the carrying capacity of leopards 
2( )K  is higher than the carrying capacity of lions divided 

by the competition coefficient 1

12

K



 
 
 

. For Region 2, the point above the dashed line and below the 

solid line represents the occurrence of competitive exclusion of leopards by lions. While the point 
above the solid line and below the dashed line in region 1 shows the occurrence of competitive 
exclusion of lions by leopards. 

Figure 10 shows that the isoclines representing the two species, leopards and lions, cross 
each other. In this case, both species' carrying capacities are lower than the other's carrying capacity 
divided by the competition coefficient. The species can coexist at a stable equilibrium point, which is 
the intersection point between both isoclines. At this point, the balance between the two species is 
achieved because intraspecific competition (competition within the same species) which is stronger 
than interspecific competition (competition between different species).  

               
       Figure 9. Case III (Unstable equilibrium)              Figure 10. Case IV (Coexistence of both species) 

 
5. Conclusion 

In conclusion, this study highlights the efficacy of the Euler and RKF methods for solving the 
Lotka-Volterra Competitive model. It provides valuable insights into the dynamics of species 
competition. The results showed that the RKF method provided a more accurate approximation of 
the numerical methods. The findings also indicated that the study of numerical approaches could 
serve as reliable prediction tools to eliminate the need for extended observation durations. The 
estimation of carrying capacity revealed the importance of resource availability in species 
competition. This suggests that a larger carrying capacity corresponds to a greater ability for a 
species to thrive and survive in competition. The findings underscored the importance of carrying 
capacity and initial conditions in understanding equilibrium and stability in competitive interactions. 
Equilibrium and stability of competition interactions were influenced by the initial conditions and 
population sizes of the competing species. This study contributes to population dynamics and offers 
practical implications for wildlife management and conservation efforts. For future research, it is 
recommended to include more species and consider various other obstacles in species competition. 
It is suggested to investigate environmental issues, such as the consequences of climate change 
and how it will affect predator-prey or competitive relationships. Future studies can also examine the 
performance of numerical approaches while dealing with more complicated interactions and higher-
dimensional systems. Aside from that, additional constraints can be included in the model such as 
spatial barriers or migration patterns. This can provide a more accurate representation of ecological 
dynamics. Other more sophisticated numerical methods can also be used, such as adaptive step-



 

size methods, implicit methods, and higher-order Runge-Kutta methods. Moreover, it is fascinating 
to test solving the model using multiple step methods like Adam-Bashforth, Adam-Moulton and 
others, and investigate how these methods compare in terms of accuracy and computational 
efficiency when solving complex ecological models. Other than that, the Lotka-Volterra Competitive 
model can also be explored for various fields, including business, economic politics, medicine, social 
sciences and others. 
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 This study examines severe flood events at Sayong River Station by 
conducting a Flood Frequency Analysis using the Generalized Logistic 
(GLO) and Generalized Extreme Value (GEV) distributions. The L-
moment approach is utilized for parameter estimation, with quantile 
estimates assessed for return periods of 10, 50, and 100 years. A 
comprehensive comparison of statistical performance indicators, such 
as RMSE, MAE, and MAPE, was performed to identify the best 
realistic model for depicting severe flood behavior. The findings 
indicate that the GLO distribution consistently outperforms the GEV 
distribution in all criteria. The GLO distribution demonstrated superior 
performance with a lower RMSE (17.7369), MAE (8.6608), and MAPE 
(11.83%) relative to the GEV distribution, which exhibited an RMSE of 
17.8034, MAE of 8.7957, and MAPE of 12.98%. These findings 
validate the GLO distribution as the better appropriate model for 
representing peak streamflow data. Moreover, quantile estimates 
obtained from the GLO distribution are197.3153 m³/s for the 10-year, 
363.8308 m³/s for the 50-year and 469.9711 m³/s for the 100-year 
return periods. The GLO distribution exhibit greater concordance with 
empirical data, further validating its accuracy. The superior 
performance of the GLO distribution emphasizes the importance of 
selecting the appropriate distribution for flood risk assessment. The 
GLO distribution yields more accurate predictions of severe flood 
magnitudes, hence enhancing flood estimations, infrastructure design, 
and mitigation measures at Sayong River Station. 
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1. Introduction 

Natural disasters like floods are very destructive in Malaysia, causing damage on lives of 
individuals, agricultural products, and infrastructure [1-3]. The nature of environment in Malaysia 
characterized by monsoonal rainfall and frequent thunderstorms, makes it particularly vulnerable to 
flash floods [4]. During periods of intense precipitation or severe weather phenomena, the river is 
prone to flooding, which can affect the community, infrastructure, and the surrounding environment. 
Given the circumstances, there is an urgent need for accurate assessment and water resource 
management.  

Flood Frequency Analysis (FFA) is an essential tool can be used to the estimate the 
probability and scale of future flood occurrences [5]. FFA provides essential insights into the 
likelihood and severity of flooding events. By estimating the frequency and magnitude of extreme 
floods, stakeholders can better understand the risks associated with flood hazards, enabling them to 
implement appropriate mitigation measures. As climate change continues to influence weather 
patterns and hydrological systems, FFA can provide insights into changing flood risks [6]. This helps 
communities adapt to new flood dynamics, informing strategies for resilience in the face of climate-
related challenges.  

Currently, there is ongoing interest in determining the optimal distribution for FFA. 
Researchers are exploring various statistical models, such as the Gumbel, Log-Pearson Type III, 
and Generalized Extreme Value distributions, to identify which model best fits historical flood data. 
A significant method gaining traction in this context is the use of L-Moments, which offer a robust 
alternative to traditional moment-based approaches. Moreover, the integration of L-Moments into the 
FFA process allows for the calculation of key statistical measures, such as the L-CV (L-Coefficient 
of Variation) and L-Skewness. These measures provide insights into the distribution of flood data, 
enhancing the understanding of flood risk and facilitating more accurate flood modelling.  

By applying these methodologies, researchers can develop a more nuanced understanding 
of the underlying hydrological processes that contribute to flooding. Current research efforts are 
focused on determining the optimal statistical distributions for FFA, which can significantly enhance 
the accuracy of flood predictions. By refining these methodologies, researchers aim to improve the 
reliability of flood frequency estimates, enabling more effective disaster preparedness and response 
initiatives.  

 
 

2. Literature Review 

Through the use of historical flood data, FFA allows researchers and policymakers to 
evaluate the probability of flood events occurring within a specified time frame, known as return 
periods at targeted location [7]. Precise estimations of these return period are essential for effective 
flood- mitigating planning and strategic emergency responses management. FFA is particularly 
crucial in Malaysia, given the potential for floods to inflict significant damage on both rural and urban 
areas [8]. The necessity to adjust to the changing precipitation pattern and flood behaviors driven by 
climate change further highlights the significance of FFA.  

This paper aims to conduct FFA for the Sayong River in Johor, Malaysia, utilizing two most 
implemented distribution in Malaysia namely GEV and GLO distributions for peak streamflow data 
[9],[10]. This study presents a thorough comparison between the Generalized Extreme Value (GEV) 
and Generalized Logistic (GLO) distributions in modelling flood events in Malaysia. The analysis 
reveals the relative strengths and weaknesses of each distribution, providing valuable insights into 
their applicability in different hydrological contexts. FFA plays a critical role in assessing flood risks, 
especially in regions like Malaysia, where extreme hydrological events are frequent.   

The GEV and GLO distributions are often used in FFA because of their adaptability and 
resilience in representing extreme hydrological occurrences [10-12]. The GEV distribution comprising 
Gumbel, Fréchet, and Weibull distributions. The GEV and GLO distributions are often used statistical 
distributions in FFA because of their adaptability and resilience in representing extreme hydrological 
occurrences [11-13]. The GEV distribution comprises three unique statistical distributions: Gumbel, 



 

107 

 

Fréchet, and Weibull distributions [14]. The GEV distribution offers flexibility in handling hydrological 
data and is valuable for evaluating extreme event likelihood by considering block maxima in datasets 
[15]. It is particularly suitable for analyzing yearly maximum flood levels and has been proven suitable 
in FFA. The GEV distribution is specifically designed to model the distribution of extreme values, 
making it ideal for analyzing peak flows, which are critical for flood risk assessment and management. 
It is well-suited for analyzing yearly maximum flood levels and has been proven suitable in FFA.  

The GLO distribution recognized for its logistic-type tail characteristics, provides an 
alternative approach for modelling extreme events, especially when the data exhibits asymmetry or 
heavy tails [16]. Previous studies in Peninsular Malaysia have utilized various statistical distributions 
to measure flood frequency, with GEV and GLO distributions being the most used options for FFA in 
Malaysia. Ahmad et al. [9] finds that the Generalized Extreme Value (GEV) distribution model is the 
best-fitted flood distribution model for the Kuantan River Basin, with a P-value of 0.997 compare to 
other distributions such as Generalized Pareto distribution, Log Pearson (3) distribution, Weibull 
distribution and Log-normal distribution.  

Badyalina et al. [17] implement GEV and GLO distribution to fit to the annual peak streamflow 
for the Segamat river. In addition, the parameters of GEV and GLO distribution are estimated using 
the L-Moment method. The result shows that the GEV and GLO distribution well fitted the annual 
peak streamflow of the Segamat River. Ismail et al. [18] examines and compares five flood 
distribution models for the Johor River basin in Malaysia. The investigation suggests that the GEV 
model is the most suitable for representing the yearly peak flow data. The GEV model outperformed 
other distributions such as Pearson 3, Lognormal, Weibull, and Gamma.  

The GLO distribution is particularly effective for modelling extreme flood events, which are 
often characterized by high variability and non-normality [19]. Its ability to capture the tail behavior of 
the data is crucial for accurate flood frequency analysis. Malaysia experiences a tropical climate 
characterized by intense and irregular rainfall patterns, leading to sudden and extreme flood events. 
The GEV and GLO distribution can effectively capture the behavior of such extreme hydrological 
data.  

A key aspect of FFA is the precise estimation of the parameters of statistical distributions 
used to represent annual peak flow data. The L-moments method is a reliable statistical analytical 
technique that is increasingly employed in hydrology for this task [2], [11], [20-22]. Precise parameter 
estimation using L-moments requires solving a set of nonlinear equations, which presents some 
challenges. The L-moments method is less affected by data length and hence produces more precise 
results in comparison to the method of moment technique [23].  

The benefits of the L-moment technique used in this study are as follows: wide applicability, 
robustness to outliers and minimal bias [24], [25]. The attributes of L-Moment method make them 
particularly suitable for regions like Malaysia, where flood events can vary significantly and are 
influenced by extreme weather. L-moments offer enhanced reliability and stability in estimating 
distribution parameters, particularly when managing extremely high values, making them crucial for 
precise measurement of FFA. L-moments can produce stable estimates even with small sample 
sizes, which is crucial in hydrology, where data for extreme events may be limited [26].  

The objective of this study is to apply FFA to Saying River to determine which distribution 
best fits the annual peak flow data. The selected distribution will then be used to estimate the return 
period, providing insights into the expected frequency and severity of future floods for policymakers, 
thereby improving the effectiveness of water management and flood risk assessment. 

 

 
3. Methodology 
 
3.1 Data 

The station selected for this study is the Sungai Sayong River Station, located in Johor, 
Malaysia. The data is obtained from Department of Irrigation and Drainage, Malaysia. Peak flow data 
helps identify and quantify extreme flow events, which are critical for assessing flood risk in a specific 
area. Understanding the frequency and magnitude of peak flows aids in preparing for potential 
flooding scenarios. Table 1 presents the descriptive statistics of the streamflow characteristics for 
Sayong River, including the mean, median, standard deviation, variance, kurtosis, and skewness. 
The dataset was collected over a period of 33 years, starting from 1984. 
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Table 1. Descriptive Statistics for Sayong River Streamflow  

Mean Median Standard Deviation Variance Kurtosis Skewness 

113.4379 87.99 85.79689 7361.106 9.677445 2.714384 

The descriptive statistics for streamflow at the Sayong River station are shown in Table 1. 
The average flow rate was 113.44 m³/s. The median streamflow was 87.99 m³/s, which is significantly 
lower than the mean, suggesting the data is highly skewed to the right. A high standard deviation of 
85.80 m³/s and indicate considerable variation in streamflow which means there exist extreme value 
in the data. The positive skewness value of 2.71 indicates that the data distribution is right-skewed. 
Additionally, a kurtosis score of 9.68 indicates a distribution with heavy tails and a higher frequency 
of extreme values. Based on the descriptive statistics presented in Table 1, the streamflow at Sayong 
River station shows evidence of extreme value, suggesting the occurrence of extreme events which 
are floods.  

 
3.2 GEV Distribution 

The Generalized Extreme Value (GEV) distribution is a flexible and extensively employed 
statistical distribution in hydrology, specifically for representing extreme events like floods or 
phenomena where only the most extreme values are of significance. The GEV distribution unifies 
three types of distributions - Gumbel, Fréchet, and Weibull into a single family, distinguished by its 
adaptability in modelling various extreme events. Its versatility in accommodating various data 
formats and its capacity to represent both heavy-tailed and bounded distributions make it highly 
suitable like Malaysia, where the characteristics of flood events can vary greatly among different river 
basins. The cumulative density function (CDF) of GEV is defined in Eq. 1 and Eq. 2: 
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The quantile function of GEV distribution can be defined as 

 ˆ
ˆˆ( ) 1 ( ln( ))
ˆ

kx F F
k


= + − −                 

(2) 

The quantile function is essentially the inverse of the CDF (Cumulative Density Function). 
While the CDF gives the probability of a variable being below a certain threshold x ,the quantile 

function (also called the percent-point function) tells us what value of x corresponds to a specific 

cumulative probability. The definition to estimate the parameter ˆˆ ˆ, ,k  definition from Hosking et al. 

[27]. The parameters ˆ ˆ,  and k̂ are estimated according to the definitions provided by Hosking et 

al. [27]. The definition of ˆ ˆ,  and k̂  for GEV distribution are provided in Eq. 3 to Eq. 5: 
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3.3 GLO Distribution 
Generalized Logistic (GLO) distribution is used to model the distribution of extreme values, 

such as high annual maximum flood flows. It is especially effective in scenarios where the tails of the 
distribution (representing rare and extreme events) need to be accurately represented. This 
distribution can help predict the likelihood of extreme floods based on historical data.  
 
The probability density function (PDF) of GLO distribution is given by 

 
2
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The quantile function of GLO distribution can be written as: 
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The definition to estimate the parameter ˆˆ ˆ, ,k  definition from Hosking et al. [27]. The 

parameters ˆ ˆ,  and k̂ are estimated according to the definitions provided by Hosking et al. [27]. 

The definition of ˆ ˆ,  and k̂  for GLO distribution are provided in Eq. 8 to Eq. 10: 

3k̂ t= −                   (8) 
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3.4 Parameter estimation using L-Moment 

The L-moment methodology is a statistical technique used for estimating the parameters of 
probability distributions, particularly in hydrology and environmental sciences. L-moments are 
analogous to conventional moments (like mean and variance) but offer some advantages, especially 
when dealing with skewed data or outliers. L-moments are linear combinations of order statistics, 
which are the sorted values of a sample. Unlike conventional moments, L-moments are less 
influenced by extreme values or outliers, making them more robust for skewed data. The unbiased 
sample estimator of the L-Moment method defined by Landwehr et al. [28] is:  
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The first four L-moments sample estimates can be written as: 
 

1 0l b=                   (12) 

2 1 02l b b= −                  (13) 

3 2 1 06 6l b b b= − +                  (14) 

4 3 2 1 020 30 12l b b b b= − + −                (15) 
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The L-moments ratio samples are defined as: 
 

2

2

1

l
t

l
=                   (16) 

3

3

2

l
t

l
=                   (17) 

4

4

2
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2t  refer to coefficient of variations, 3t  refer to coefficient of skewness and 4t  refer to kurtosis.  

  
3.5 Prediction Error Metrics  

An essential component of FFA is choosing a suitable statistical distribution that accurately 
represents the observed data. Each distribution provides distinct characteristics extreme events and 
selecting the most appropriate one can greatly influence the reliability of the estimated flood event. 
In this study three different metrices implemented to determine the best fitted candidate distribution 
(GEV and GLO) distribution. Most used metrics for evaluating model performance are Root Mean 
Square Error (RMSE), Mean Absolute Error (MAE), and Mean Absolute Percentage Error (MAPE). 
The definition for MAPE, MAE, and RMSE is given in the series of equations below Eq.19 to Eq.21, 
respectively. 
 

1

ˆ1
100%

n
i i

i i

y y
MAPE

n y=

 −
=   
 
              (19) 

 

( )
2

1

1
ˆ

n

i i

i

RMSE y y
n =

= −               (20) 

 

1

1
ˆ

n

i i

i

MAE y y
n =

= −               (21) 

 

where iy  is the observed flows, ˆ
iy  is the predicted flows and n  is the number of flow series that 

have been model. 

 
 

4. Results and Discussion 
FFA is a fundamental tool in hydrological, providing insights into the magnitude and 

frequency of flood events. These analyses are crucial for guiding water resource management and 
flood mitigation strategies. In this study, the yearly maximum streamflow data, spanning 33 years, 
were fitted to the GEV and GLO distributions for modelling extreme flood. This data allows for 
accurate flood frequency analysis and helps design resilient infrastructure. The parameters of GLO 
and GEV are estimated using the L-Moment method.  The parameters of both distributions were 
estimated using the L-Moment method.  The process involves calculating the first four unbiased 
sample estimators using Eq.11. The value of first four of unbiased sample estimator are: 
 

0 111.4379b =  

1 76.5969b =   

2 60.1362b =  

3 50.5743b =  

 
Once the first four unbiased sample estimators have been obtained, the first four L-moment 

sample estimates can be calculated by using Eq. 12 to Eq. 15. The values for the first four L-Moment 
are: 
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1 113.4379l =  

2 39.7559l =  

3 14.6739l =  

4 13.1242l =  

 

Using Eq.16 to Eq. 18, L-Moment ratios ( )2 3 4, ,t t t  can be obtained. The values for the L-

moment ratios are: 
 

2 0.3505t =  

3 0.3691t =  

4 0.3301t =  

 
Using the L-Moment ratios values, by implementing a methodology by Hosking et al. [27], 

the parameter for GEV and GLO can be estimated. The estimated parameters for GEV and GLO 
distribution. 
 

Table 2. Estimated Parameters using L-Moments for GEV and GLO 

Distribution Parameters 

GEV 0.289k = −  74.121u =  40.439 =  

GLO 0.37k = −  90.872 =  31.427 =  

 
Table 2 shown the estimated parameter for the GEV and GLO distributions using L-Moment. 

The parameters for GEV distribution are 0.289k = − , 74.121u =  and 40.439 = . The parameters 

value for GLO distribution are 0.37k = − , 90.872 = and 31.427 = . To determine the most suitable 

candidate distribution for extreme flood events at Sayong River station, three different metrices are 
used namely RMSE, MAE and MAPE. Evaluating these measures enables the identification of the 
distribution that best represents the extreme flood behaviour. A summary of the RMSE, MAE, and 
MAPE results for the data from Sayong River is presented in Table 3. 
 

Table 3. RMSE, MAE and MAPE at Sayong River Station 

Distribution RMSE MAE MAPE 

Value Rank Value Rank Value Rank 

GLO 17.7369 1 8.6608 1 11.83% 1 
GEV 17.8034 2 8.7957 2 12.98% 2 

 
A thorough assessment of the GLO and GEV distributions, as shown in Table 3, indicates 

that the GLO distribution offers a superior fit for extreme flood events at Sayong River Station. The 
GLO distribution exhibits a lower RMSE of 17.7369 in contrast to the GEV 17.8034, indicating that 
the GLO distribution often yields smaller prediction errors. In terms of MAE value, the GLO 
distribution also produces lower MAE value which is 8.6608 meanwhile for GEV distribution is 8.7957. 
The MAPE value for GLO distribution is 11.83% lower than MAPE value for GEV value which is 
12.98%. These results indicate that the GLO distribution performs better than the GEV distribution in 
all assessed metrics. Thus, GLO distribution is selected to represent Sayong river peak streamflow 
data.  

The GLO distribution will be used to estimate the flood occurrence at Sayong river station. 
A precise estimation of quantiles from the GLO distribution is essential in flood event analysis, as it 
provides valuable insights into the likelihood of various streamflow levels based on their return 
periods. Quantile estimates for extreme flood events at Sayong River Station, computed for return 
periods of 10, 50, and 100 years. The streamflow level is expected to be exceeded once every ten 
years, as indicated by the 10-year return period projection. This is crucial for strategic long-term 
planning and infrastructure development, as the 50-year return period suggests a more intense flood 
event with a 2% likelihood of surpassing projected levels annually. Critical safety planning and design 
are conducted using the 100-year return period, which is equivalent to a flood occurrence with a 1% 
annual probability. The return periods for 10, 50, and 100 years are Shown in Table 4. 
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Table 4. Estimation of T=10,50 and 100 years 

T  10 50 100 

TQ  197.3153 m3/s 363.8308 m3/s 469.9711 m3/s 

 
Table 4 presents the quantile estimated for the Sayong River Station for return periods of 

10, 50, and 100 years. The 10-year return period estimate of 197.3153 m³/s indicate that the 
streamflow level is projected to be surpassed on average once every ten years. This value denotes 
the extent of a very common yet substantial flood occurrence. For the 50-year return period, the 
calculated quantile of 363.8308 m³/s suggests a more severe flood occurrence with a 2% probability 
of being surpassed in any given year. An estimated for 100-year return period quantile of 469.9711 
m³/s corresponds to a streamflow level that has a 1% probability of being exceeded in any given 
year. These return period information at Sayong River is crucial for efficient water management and 
flood mitigation projects.  
 

 

 
 

Figure 1. Observed vs. Estimated flood peak value at Sayong river station for GEV and GLO 
distribution. 

 
 

5. Conclusion 
This study implements FFA to determine the flood occurrences at Sayong River Station 

through the implementation of GEV and GLO distributions. L moments are used to estimate the 
parameter of distribution. Then, the parameters for GEV and GLO distributions are utilized to 
estimate flood quantiles with various return periods. The return periods selected in this study are 10, 
50 and 100 years. The results indicate that the GLO distribution fits the peak streamflow data in 
comparison to the GEV distribution in terms of three different metrices (RMSE, MAE and MAPE). 
Specifically, the quantile estimates obtained for the 10-year, 50-year, and 100-year return periods 
were 197.3153 m³/s, 363.8308 m³/s, and 469.9711 m³/s, respectively. Policymakers can use the 
quantile estimate result from this study for water resource planning at the Sayong River station. 
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