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ABSTRACT

Text	localisation	determines	the	location	of	the	text	in	an	image.	This	process	
is	performed	prior	to	text	recognition.		Localising	text	on	shop	signage	is	
a	challenging	task	since	the	images	of	the	shop	signage	consist	of	complex	
background,	and	the	text	occurs	in	various	font	types,	sizes,	and	colours.	
Two	popular	 texture	 features	 that	 have	been	applied	 to	 localise	 text	 in	
scene	images	are	a	histogram	of	oriented	gradient	(HOG)	and	speeded	up	
robust	features	(SURF).		A	comparative	study	is	conducted	in	this	paper	
to	determine	which	is	better	with	support	vector	machine	(SVM)	classifier.	
The	performance	of	SVM	is	influenced	by	its	kernel	function	and	another	
comparative	study	is	conducted	to	 identify	 the	best	kernel	 function.	The	
experiments	 have	 been	 conducted	 using	 primary	 data	 collected	 by	 the	
authors.	Results	indicate	that	HOG	with	quadratic	kernel	function	localises	
text	for	shop	signage	better	than	SURF.
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INTRODUCTION 

Research in text localisation for scene images is receiving a growing interest 
among researchers due to the vast advance of digital devices [1].Text 
data in images carry useful information where once it has been localised 
and identified, the text can be analysed, recognised and interpreted for 
applications such as license plate recognition as in [2-4], and road sign 
recognition as in [5]. This research focuses on the localisation of text on 
shop signage.  However, text localisation in natural scene images is still a 
challenging task due to its complex background and variations of text font 
size, font type and colour.  

 Various techniques have been proposed for text localisation from 
scene images, and they can be categorised into two categories, namely 
connected component-based as in [6-8] and texture-based approach [9-10]. 
A connected component in an image is constructed based on intensity, edge 
or colour and is sensitive to noise as the complex background may consist 
of non-text components that have similar shapes as the character connected 
components. This leads to mis-localisation.  Texture features are suitable 
for localising dense characters as those that are used for shop signage as 
applied in [11] since text usually has a different texture compared to the 
background. Two of the popular texture features utilised in text recognition 
are a histogram of oriented gradient (HOG) [9-10] and speeded up robust 
features (SURF) [12].Thus, a comparative study is conducted between 
these two texture features that act as input to support vector machine 
(SVM) classifier to investigate which is better.  SVM is chosen as it is a 
popular classifier for text recognition [13-14]. The next section discusses the 
related work to text localisation followed by explanation about the research 
methodology, experimental results and conclusion.
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RELATED WORK

The text consists of strings of characters, and a character has the following 
properties:

(i) It has a pair of boundaries or edges that are usually parallel to each 
other, and have similar length, width, directions and curvatures;

(ii) It has closed boundaries; and
(iii) It has denser pixels in the edges compared to the background.

Some researchers have used the above properties for text localisation.  
Based on the first properties of a character, Epshtein et	al. [15] propose 
Stroke Width Transform (SWT). In this technique, after detecting the edges 
using Canny edge operator, SWT searches for pixels that belong to the 
same stroke by comparing the width of a pair of pixels. Then, connected 
component algorithm is being applied where the stroke width variance 
is computed. A connected component with a big stroke width variance is 
considered as non-text.  However, this approach fails in text localisation 
for very strong highlights and very excessive blur images since there is 
not much uniformity of the colour distribution. These limitations have 
been improved by Zhao et.	al.	where they propose Stroke Unit Connection 
(SOIC) to detect Chinese characters. The strokes are being extracted in 
smaller segments where the image is being segmented into NxN patches. 
The stroke information is being fed into SVM which classifies whether it 
is a text or non-text patch.  

Based on the third property of a character, six directions of Log- 
gabor filter is being applied to extract the edges [17].  For every direction 
filter, {0 o, 30 o, 60 o, 90 o, 120 o, 150 o}, the magnitude of the filter is 
extracted to produce an edge map. Then, all the edge maps are integrated 
to form stroke maps. Since text component usually has many strokes, the 
stroke map’s coarseness is computed to detect the text lines. However, 
this technique is not suitable for images whose text has very low-contrast 
compared to the background. Canny edge detector is being used by Zhang 
and Kasturi [18] to detect the edges, and the edges that are too long or too 
short are removed since they are assumed do not belong to the text edges. 
Then, HOG is applied to capture the similarity of stroke edges. Four types 



52

Scientific Research Journal

of edge points are defined according to the gradient direction and based on 
the second and third properties of a character; candidate character regions 
are formed.  However, non-text objects that have similar properties as the 
text may be detected as text regions that leads to false positive detection.  
All the techniques mentioned above cannot handle very well for images 
with strong highlights, and yet these are common occurrences for shop 
signage images.

Canny edge detector and adaptive thresholding gradient has been 
applied by Ma et	al. [19] to produce edge map for each sequence of images 
in the image pyramid. Then, text edges are being classified by SVM 
based on three features, that are, HOG, local binary pattern and statistical 
features that include mean, standard deviation, energy, entropy, inertia, 
local homogeneity and correlation. HOG is also utilised in [18-21] as it is 
less sensitive to image noise and can capture the characteristics of the text 
regions in the natural scene image. However, the text localisation result is 
affected if the text is on complex background. Neumann and Matas [14] 
applied Maximally Stable Extremal Regions (MSER) that detects character 
regions with SVM classifier. The connected component approach does not 
perform well for images with various illuminations. SURF has shown good 
performance in object detection [22-23], and this research tends to apply 
it for text localisation.

DATA SET AND METHODOLOGY

The primary data used in this study are images of shop signage that were 
captured by the authors using a smart phone. A total of 40 images for 
training and 40 images for testing have been acquired in this research. The 
captured images of the shop signage come in various font colour, size and 
type with different backgrounds. The text was in horizontal orientation. 
From personal observation, the region of interest is usually focused in the 
middle of the captured image. Thus, the text region is located in the centre 
of the whole captured image.  Figure 1 illustrates some sample images of 
the captured shop signage.
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Text localisation process usually involves two main steps that are, 
feature extraction and text classification. Feature extraction is a special form 
of dimensionality reduction in pattern recognition and image processing 
while text classification is the step of assigning predefined categories to 
free-text documents. Figure 2 illustrates the flow of a process for text 
localisation.  The experiment was conducted by using MATLAB R2013a.  

 

Figure 1: Flow of Process for Text Localisation

Pre-process and Partition Image

At the pre-processing stage, the images were converted to gray-scale 
images since HOG and SURF work with gray-scale images, and the image is 
resized to 256x256 due to memory constraints. Since the text of interest is in 
the middle of the captured image, the gray-scale images were automatically 
partitioned into three sub-blocks. These sub-blocks were then processed for 
feature extraction and classification.  As a result, the location of the text 
is known.  Figure 3a shows the original image, while Figures 3b until 3d 
illustrates the result of the partitioning of the image into three sub-blocks.

Feature Extraction

The general idea of HOG is that local object appearance and shape 
within an image can be represented by the distribution of intensity gradient 
as explained in [24].  The implementation of HOG starts by dividing the 
image into small regions, called cells, and HOG counts occurrences of edge 
orientations for each cells.  The final HOG result is the combination of these 
histograms. The detail explanation of HOG is given below.

result is affected if the text is on complex background. Neumann and Matas [14] applied Maximally 
Stable Extremal Regions (MSER) that detects character regions with SVM classifier. The connected 
component approach does not perform well for images with various illuminations. SURF has shown 
good performance in object detection [22][23], and this research tends to apply it for text 
localisation. 

 
DATA	SET	AND	METHODOLOGY 
 

The primary data used in this study are images of shop signage that were captured by the authors 
using a smart phone. A total of eighty images for training and forty images for testing have been 
acquired in this research. The captured images of the shop signage come in various font colour, size 
and type with different backgrounds. The text was in horizontal orientation. From personal 
observation, the region of interest is usually focused in the middle of the captured image. Thus, the 
text region is located in the centre of the whole captured image.  Figure 1 illustrates some sample 
images of the captured shop signage. 

 

   
 

Figure. 1: Sample Images of Shop Signage 

Text localisation process usually involves two main steps that are, feature extraction and text 
classification. Feature extraction is a special form of dimensionality reduction in pattern recognition 
and image processing while text classification is the step of assigning predefined categories to free-
text documents.  Figure 2 illustrates the flow of a process for text Localisation.  The experiment was 
conducted by using MATLAB R2013a.   

 

Figure 2: Flow of Process for Text Localisation 
 
Pre-process and partition image 
 

At the pre-processing stage, the images were converted to gray-scale images since HOG and 
SURF work with gray-scale images, and the image is resized to 256x256 due to memory 
constraints. Since the text of interest is in the middle of the captured image, the gray-scale images 
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In this algorithm, the gradient values are calculated using a common 
method which is 1-D centre point discrete derivative mask. This method 
is implemented for both directions: - horizontal and vertical of an image.  
To implement this method, the image needs to be in grayscale and filtered 
with the kernels as in Equation 1.

 
      (1)

Then, the next operation involves creating the cell histograms. Each 
pixel within the cell casts a weighted vote for an oriented-based histogram 
channel. This histogram is produced using the values obtained from the 
gradient operation. The histogram channel are distributed from 0 to 180 
degrees or 0 to 360 degrees, depending on whether the gradient is ‘unsigned’ 
or ‘signed’ where each cells is in rectangular shape. 

 The gradient strength is locally normalised to cope with the 
differences between lighting and contrast of an image. These gradients are 
collection of cells into larger, spatially linked blocks. The shape descriptor 
(HOG) is the vector of the components of the normalised cell histograms 
from all of the block regions. These blocks typically overlap, meaning that 
each cell contributes more than once to the final descriptor.

 Block normalisation consists of different methods. Variable v 
represents the non-normalised vector consist of block of all histograms. The 
operation ||Vk|| where k-norm for k =1,2 and e is the minimun constant that 
will not influence the results. Then, the normalisation factor can be one of 
the Equations between 2 to 4.

        (2)

       (3)

       (4)

were automatically partitions into three sub-blocks. These sub-blocks were then processed for 
feature extraction and classification.  As a result, the location of the text is known.  Figure 3a shows 
the original image, while Figure 3b until 3d illustrates the result of the partitioning of the image into 
three sub-blocks. 
 

 
Figure 3: Sample Illustration of Image Partitioning 

 

Feature Extraction 
 

The general idea of HOG is that local object appearance and shape within an image can be 
represented by the distribution of intensity gradient as explained in [24].  The implementation of 
HOG starts by dividing the image into small regions, called cells, and HOG counts occurrences of 
edge orientations for each cells.  The final HOG result is the combination of these histograms. The 
detail explanation of HOG is given below. 

It this algorithm, the gradient value are calculated using a common method which is 1-D 
centre point discrete derivative mask. This method is implemented for both directions: - horizontal 
and vertical of an image.  To implement this method, the image needs to be in grayscale and filtered 
with the kernels as in equation 1. 
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 Then, the next operation involves creating the cell histograms. Each pixel within the cell casts a 
weighted vote for an oriented-based histogram channel. This histogram produces using the values 
obtain from the gradient operation. The histogram channel are distributed from 0 to 180 degrees or 
0 to 360 degrees, depending on whether the gradient is ‘unsigned’ or ‘signed’ where each cells is in 
rectangular shape.  
 
 The gradient strength is locally normalised to cope with the differences between lighting and 
contrast of an image. These gradients are collection of cells into larger, spatially linked blocks. The 
shape descriptor (HOG) is the vector of the components of the normalized cell histograms from all 
of the block regions. These blocks typically overlap, meaning that each cell contributes more than 
once to the final descriptor. 
 
 Block normalisation consist of different methods. Variable v represent the non-normalised 
vector consist of block of all histograms. The operation ||Vk|| where k-norm for k =1,2 and e is the 
minimun constant that will not influence the results. Then the normalisation factor can be one of the 
equations between 2 to 4. 
 

 
 
SURF 
 
The basic idea of the SURF (Bay et.	al. 2006) algorithm is to find the interest point of an image and 
measure the distance between points in two separate images. SURF used approximation of 
Gaussiansmoothing implemented in square shaped filters. The filtering processing will be faster 
using square shape defined in equation 5.  
 

 

 The image features produce by HOG descriptor are more robust and unique by describing 
the intensity distribution of the pixels within the neighbourhood of the point of interest. The 
dimensionality of the descriptor has a direct impact on both of its computational complexity and 
point-matching robustness and accuracy. A short descriptor may be more robust against appearance 
variations, but may not offer sufficient discrimination and thus give too many false positives. 
 

(2) 

(3) 

(4) 

(5) 
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SURF

The basic idea of the SURF algorithm is to find the interest point of 
an image and measure the distance between points in two separate images 
[22-23]. SURF used approximation of Gaussiansmoothing implemented in 
square shaped filters. The filtering processing will be faster using square 
shape defined in Equation 5. 

 
         (5)

 The image features produced by HOG descriptor are more robust 
and unique by describing the intensity distribution of the pixels within the 
neighbourhood of the point of interest. The dimensionality of the descriptor 
has a direct impact on both of its computational complexity and point-
matching robustness and accuracy. A short descriptor may be more robust 
against appearance variations, but may not offer sufficient discrimination 
and thus give too many false positives.

 First, the information produced from the surrounding region of the 
interest points are fixed. Then, the SURF descriptors are extracted from 
the constructed square region aligned with the selected orientation. In this 
step, the descriptor in one image is compared with the descriptor in several 
images.  Irrelevant descriptors have to be searched. Finally, the distance 
between images interest points are calculated. By comparing the descriptors 
obtained from different images, matching pairs can be found as follows:

• Compare the length and width of each image;
• Compare the histograms of both images;
• Extract ‘interest point’ of each image;
• Match interest points between the two images; and
• Calculate the average distance between interest point.

Then, the next operation involves creating the cell histograms. Each pixel within the cell casts a 
weighted vote for an oriented-based histogram channel. This histogram produces using the values 
obtain from the gradient operation. The histogram channel are distributed from 0 to 180 degrees or 
0 to 360 degrees, depending on whether the gradient is ‘unsigned’ or ‘signed’ where each cells is in 
rectangular shape.  
 
 The gradient strength is locally normalised to cope with the differences between lighting and 
contrast of an image. These gradients are collection of cells into larger, spatially linked blocks. The 
shape descriptor (HOG) is the vector of the components of the normalized cell histograms from all 
of the block regions. These blocks typically overlap, meaning that each cell contributes more than 
once to the final descriptor. 
 
 Block normalisation consist of different methods. Variable v represent the non-normalised 
vector consist of block of all histograms. The operation ||Vk|| where k-norm for k =1,2 and e is the 
minimun constant that will not influence the results. Then the normalisation factor can be one of the 
equations between 2 to 4. 
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The basic idea of the SURF (Bay et.	al. 2006) algorithm is to find the interest point of an image and 
measure the distance between points in two separate images. SURF used approximation of 
Gaussiansmoothing implemented in square shaped filters. The filtering processing will be faster 
using square shape defined in equation 5.  
 

 

 The image features produce by HOG descriptor are more robust and unique by describing 
the intensity distribution of the pixels within the neighbourhood of the point of interest. The 
dimensionality of the descriptor has a direct impact on both of its computational complexity and 
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Support Vector Machine (SVM)

Support vector machine (SVM) model is a representation of the 
examples as points in space, mapped so that the examples of the separate 
categories are split by a clear gap that is as broad as possible [25]. New 
cases are then mapped into that same space and predicted to belong to a 
category based on which side of the gap they fall on. In SVM, the kernel 
function is used to map the training data into the kernel space.  It also finds 
an optimal solution which maximises the distance between the hyper-plane 
and the difficult points close to decision boundary. In the final step of text 
localisation for each method is to feed the extracted features into SVM 
classifier. Since the performance of SVM depends on its kernel function, 
this paper conducts a comparative study of five kernel functions that are 
linear, Polynomial (POLY), quadratic, Gaussian Radial Basis Function 
(RBF) and Multilayer Perception (MLP).

The linear kernel is the simplest kernel function. It is given by the 
inner product <x, y> plus an optional constant c, illustrated in Equation 6.

K(x,	y)	=	xT y + c   (6)

The Polynomial kernel is a non-stationary kernel. Polynomial kernels 
are well suited for aproblem where all the training data is normalised as in 
Equation 7. Adjustable parameters are the slope alpha, the constant term c 
and the polynomial degree d.

k(x,	y)	=	(	αxT	y	+	c)d  (7)

The quadratic kernel is two-dimensional, quad-kernel for two-
dimensional vectors as in Equation 8.

     (8)   

Radial Basis Kernel (RBF) is used in various kernelised learning 
algorithms in machine learning and commonly used in SVM classification. 
RBF is equivalent to mapping the data into an infinite dimensional Hilbert 
Space (a Hilbert space is a vector space closed under sot products), and so 
RBF cannot illustrate concretely. 

 First, the information produce from the surrounding region of the interest points are fixed. 
Then, the SURF descriptors are extracted from the constructed square region aligned with the 
selected orientation. In this step, the descriptor in one image is compared with the descriptor in 
several images.  Irrelevant descriptors have to be searched. Finally, the distance between images 
interest points are calculated. By comparing the descriptors obtained from different images, 
matching pairs can be found as follows: 
 

 Compare the length and width of each image. 
 Compare the histograms of both images 
 Extract ‘interest point’ of each image 
 Match interest points between the two images 
 Calculate the average distance between interest point 
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five kernel functions that are linear, Polynomial (POLY), quadratic, Gaussian Radial Basis Function 
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an optional constant c, illustrated in equation 6. 

K(x,	y)	=	xT y + c 

The Polynomial kernel is a non-stationary kernel. Polynomial kernels are well suited for aproblem 
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A multiplayer perception (MLP) is a supervise machine learning where 
it provides a set of input data into a fitting output. The kernels proposed 
with some parameters associated with the use of the SVM algorithm that 
can impact the results.

RESULTS AND DISCUSSION 

This research localises text from outdoor shop signage that consists of 
Roman words only. Images of the shop signage were captured by the authors 
using a smartphone. A total of 80 images for training and 40 images for 
testing have been used in this research.  After the partitioning process, the 
total training images is 249 sub-blocks, and the total testing images are 120 
sub-blocks.  Table 1 shows the localisation rate (r) computed from each 
feature extracted from each sub-block and kernel function of SVM. The 
localisation rate (r) is computed by dividing the correctly classified sub-
block with the total number of sub-blocks.  By looking at Table 1, it can be 
seen that the combination of HOG and quadratic kernel function localises 
the text of the sub-block better than SURF and other kernel functions.  
Linear kernel function for HOG and Quadratic kernel function for SURF 
do not produce any results since they do not converge. This is due to the 
small number of training data. HOG produces better result compared to 
SURF because HOG is a gradient-based approach where it captures the 
information on the shape of the characters very well.  On the other hand, 
SURF detects keypoints of the shape of the characters. Thus, it does not 
extract the complete information of the shape of the characters. Better text 
localisation rate can be achieved if more training data is provided for SVM.
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Table 1: Results of Text Localisation

Feature SVM Kernel Function r%

HOG

Linear 0
Polynomial 70.40
Quadratic 72.00
RBF 49.60
MLP 52.00

SURF

Linear 43.20
Polynomial 40.80
Quadratic 0
RBF 51.20
MLP 63.20

CONCLUSION 

Text localisation from shop signage is important prior to text recognition 
and even translation.  It is a process that identifies the location of the text. 
It can be applied in various applications such as indexing, mapping and 
navigational purposes.  However, it is a challenging task since shop signage 
consists of text with various font type, size and colour, and the background 
is complex with various figures. This research conducts a comparative study 
between two popular texture features, namely HOG and SURF that act as 
input to SVM classifier. The localisation rate is computed and from the 
results obtained, HOG with Quadratic Kernel function for SVM achieves 
higher localisation rate compared to other kernel functions with SURF. 
This shows that gradient-based approach is better than key point-based 
approach. For future work, localising multi-lingual text from shop signage 
will be examined with a connected component approach for text recognition.
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